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1 Background of the Research

1.1 Importance of myocardial registries and mor-

tality prediction

In Heart Disease and Stroke Statistics, American Heart Asso-

ciation annually reports, that approximately every 40 seconds,

an American will have an myocardial infarction (MI) - they

did the same in the recent statistics titled 2022 Update [1].

In the area with numbers like these, mortality prediction

can and should play a very important role in the hand of physi-

cians: with validated models, it becomes possible to select pa-

tients with high-risk of death and use this information in the

process of treatment. Using new, real-life datasets to extract

hidden information can lead to more effective treatment and

prevention. As US surgeon Dr. Ernest Amory Codman sug-

gested: ”Every hospital should follow every patient it treats

long enough to determine whether or not the treatment was

successful and to inquire ‘if not, why not?’ with a view to

preventing similar failures in future.” [2]
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Reliable, high-quality datasets are mandatory to build and

train any type of predictive model. For this reason, first, I

reviewed the ongoing European myocardial projects then fo-

cused on the Hungarian register. The Hungarian Myocardial

Infarction Register (HUMIR) project was introduced in 2010.

In the recent years, around 15,000 new patients got registered

per year and until December 2022, the 94 participating hospi-

tals reported 157,724 cases in 142,439 patients.

In all my related publications and theses I used a dataset

from HUMIR to predict the mortality of patients hospitalized

with acute myocardial infarction.

1.2 Acute myocardial infarction

My theses are built around acute myocardial infarction. As

[3] defines, it is ”a condition that happens because of a lack of

blood flow to one’s heart muscle. The lack of blood flow can

occur because of many different factors but is usually related

to a blockage in one or more heart’s arteries. Without blood

flow, the affected heart muscle will begin to die. If blood flow
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isn’t restored quickly, a heart attack can cause permanent heart

damage and death.” The most common symptom is chest pain

or discomfort which may travel into the shoulder, arm, back,

neck or jaw [4].

Acute myocardial infarction (commonly called a heart at-

tack) remains a leading cause of morbidity and mortality world-

wide, despite substantial improvements in prognosis over the

past decade [5].

The statistical characteristics of MI also speaks volumes:

as Heart Disease and Stroke Statistics reports [1], the esti-

mated annual incidence of MI is 605,000 new attacks and

200,000 recurrent attacks in the US. The overall prevalence

for MI is 3.1% in US adults (>19 years of age). Males have

a higher prevalence of MI than females for all age groups ex-

cept 20 to 39 years of age. MI prevalence is 4.3% for males

and 2.1% for females.

6



1.3 Regression and Machine learning solutions

Logistic regression is the most commonly adopted and trusted

model in the field of mortality prediction. From the view of

medicine, it is import to know if there is a competitive oppo-

nent for the mostly used and trusted regression. Several stud-

ies work with regression - in general, it represents the ”classi-

cal” statistical approach with fast computational time and high

accuracy. Next to regression, researchers try to use machine

learning-based solutions to build predictive models to reach

higher accuracy. In this subsection, I list a few attempts and

their results.

Lee et al. [6] developed a logistic regression model based

on a dataset of patients diagnosed with heart failure at multi-

ple hospitals in Ontario, Canada. In a derivation set of 2,624

patients, the mortality rates were 8.9% in-hospital, 10.7% at

30 days, and 32.9% at 1 year. While validating the model,

the area under the Receiver Operating Characteristics (ROC)

curve was 0.80 for 30-day mortality and 0.77 for 1-year mor-

tality.
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Based on a dataset of 52,616 patients, Jack et al. [7] de-

veloped logistic regression models to predict 30-day and one-

year mortality after an AMI. They predicted mortality with an

area under the ROC curve of 0.78 for 30-day mortality and

0.79 for one-year mortality. In two independent validation

datasets, this model reached 0.77 and 0.78, respectively.

Chin et al. [8] developed (n = 65,668) and validated (n =

16, 336) a logistic regression model to predict the risk of in-

hospital mortality of patients with AMI. They reported AUC

of 0.85 and 0.84 in the derivation and validation cohorts, re-

spectively.

Clermont et al. [9] compared the performance of logistic

regression and artificial neural network (ANN) models while

predicting hospital mortality for patients in the intensive care

unit. Seven intensive care units with 1,647 admissions were

investigated, and finally they found that the two models have

similar performance (0.80 and 0.84 as the area under the ROC

curve).

Nilsson et al. [10] aimed to develop a method to select
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risk variables and predict mortality after cardiac surgery by

using artificial neural networks. They also used area under

the ROC curve as performance indicator and found that area

of artificial neural networks (0.81) was larger than the logistic

model’s (0.79).

Orr found [11] that implementing a probabilistic neural

network model to estimate mortality risk following cardiac

surgery is relatively rapid, and it is an alternative to standard

statistical approaches. He got 0.72 and 0.81 as ROC AUC for

the training and validation sets. The neural network model

reached 0.74 on an independent dataset of the following year.

Voss et al. [12] investigated if neural networks improved

on the risk estimate of the commonly used logistic regres-

sion. They used multi-layer perceptron (MLP) and probabilis-

tic neural networks (PNN) to estimate the risk of MI or acute

coronary death. As they reported, the AUC of the MLP was

greater than that of the PNN (0.897 versus 0.872), and both

exceeded the AUC for LR of 0.840. As a conclusion, the au-

thors declare that use of the MLP to identify high-risk individ-
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uals as candidates for drug treatment would allow prevention

of 25% of coronary events in middle-aged men.

Austin compared [13] the predictive power of logistic re-

gression with that of regression trees for predicting mortality

after hospitalization with an AMI. His study shows that re-

gression trees (0.762 AUC) do not perform as well as logistic

regression (0.845 AUC). Author used data on 9 484 patients

admitted to hospital with an AMI in Ontario, Canada.

In another study, Austin et al. [14] used ensemble-based

methods, including bootstrap aggregation (bagging) of regres-

sion trees, random forests, and boosted regression trees. They

found that ensemble methods offered substantial improvement

in predicting cardiovascular mortality compared to conven-

tional regression trees, but may not lead to clear advantages

over conventional logistic regression models.

Convolutional neural network was applied by Acharya et

al. [15] to automatize the diagnosis of congestive heart failure

using ECG signals. They presented an 11-layer deep convolu-

tional neural network model and out of four different datasets,
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one attained the highest accuracy of 98.97%, specificity and

sensitivity of 99.01% and 98.87% respectively.

One group of quoted researches uses only regression; other

ones compare regression with neural network, but in another

field of medicine; some publishes only the results of neural

networks or decision trees; but only a few of them investi-

gated the differences on an AMI dataset and, the most im-

portant, none of them used the official Hungarian myocardial

registry to predict short- and long-term mortality.

2 Directions and Goals of the Research

Nowadays, most of the countries have their own mortality and

disease statistics based on International Classification of Dis-

eases – however, these statistics never contain clinical infor-

mations, for example results of former examinations, comor-

bidity or smoking behavior of the patients. Several databases

store information about patients and diseases, but only a few

system exists that focuses directly on myocardial events and
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treatments. My first aim was to collect these systems and to

take advantage of the opportunities offered by the Hungarian

register with developing the solution which turns the registers’

raw data into an input data of machine learning algorithms.

Then, in my researches I developed several machine-learning

models based on Decision Tree (DT), Neural Networks (NN),

Logistic Regression (LR), Random Forest (RF), Generalized

Boosted Model (GBM) and Ensembled algorithms to predict

30-day and 1-year mortality on the same, real-world, unfil-

tered dataset originated from HUMIR. The main question I

was facing was if there is a competitive opponent for the mostly

used and trusted regression in the world of machine learning

algorithms.

The idea behind the approach that I was working on the

same dataset in all the connected researches is the following:

I was trying to establish an order in the list of different mod-

elling techniques by keeping the dataset fixed and trying to

maximize the prediction capability of each of our models.
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3 Materials and Methods of Investiga-

tion

3.1 Methodology and Methods

In the area of data mining, a well-known methodology called

CRISP-DM exists which summarizes the main stages and ques-

tions of a given project, hence, serves as a base for the whole

process. This process framework was used in all of the re-

searches.

In the studies, I applied area under the Receiver Operat-

ing Characteristics curve, or simply ROC AUC as a single-

number measure for evaluating performance of a learning al-

gorithm. Huang et al. [16] proved that AUC is – in general –

a better measure than accuracy. Bradley [17] found that ROC

AUC has several desirable properties compared to accuracy.

Decision tree is a graphical model that uses a tree-like

structure of classifying examples. Starting with the full dataset,

in each step, the algorithm splits the source set into two sub-
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sets based on a feature and a corresponding value. This op-

eration gets repeated in a recursive manner, until a node has

all the same values of the target variable, or another stopping

criteria fires.

Artificial neural networks are based on a collection of con-

nected neurons, where the connections can transmit a signal

from one neuron to the other. This theory is inspired by bio-

logical neural networks. In my study, a feed-forward neural

network with a single hidden layer was used.

The basic idea of Random Forest algorithm is building

many small, weak, less-correlated trees in parallel. The RF

algorithm works as follows: first, we select a bootstrap sam-

ple. Second, on each bootstrap sample and on each node, a

decision tree-based learning method gets performed, but with

only a randomly selected, small subset of features.

Boosting represents the idea that the final model could be

more powerful if we continuously add weak models (e.g. de-

cision trees) to our system, each compensating the weaknesses

of its predecessors.
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Ensembled modelling as a strategy based on the idea that

if we combine the predictive performance of different classi-

fiers, it can produce a stronger learner. Boosting itself also

belongs to ensembled approach, but here Stacking was also

applied: when different types of first-levels learners are used,

then we try to exploit the common predictive power of them

in an upper level.

To deal with missing data multiple imputation using Fully

Conditional Specification (FCS) and Bayesian linear regres-

sion was applied with 5 imputations and 5 iterations, leaving

the final, prepared dataset size at n = 47,391.

3.2 Software and Hardware environments

Statistical analysis, data preparation, modelling and visuali-

sation were all principally performed under the R statistical

language [18], version 3.6.1.

The applied Machine Learning methods are listed in pair

with the two different hardware environments and configura-

tions I used during the investigation:
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1. Normal configuration with the following resources: In-

tel Core i3 processor (i3-4030U CPU 1.90 GHz), 12

GB memory, no SSD. This environment was used in

the early publications connected with Logistic regres-

sion, Decision tree and Neural network.

2. Extended configuration is a cloud-based architecture pow-

ered by Amazon Web Services with EC2 instances1. It

had the following parameters: 16 vCPU, 70 ECU, 64

GB memory (m5.4xlarge configuration). This environ-

ment was applied with the latest researches and models

like Random forest, General Boosted Model and En-

sembled.

4 New Scientific Results

Thesis group 1: In a methodological approach, I have dis-

cussed and analyzed the data preparation of artificial intel-

1Amazon EC2: https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/

concepts.html
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ligence algorithms on the dataset of the Hungarian National

Myocardial Infarction Register.

Thesis 1.1

At the international level, I have took a look at

the official registries that collect cardiovascular data;

within this, I have highlighted the uniqueness of the

Hungarian National Myocardial Infarction Register

and gave a ”literature recipe” for the use of artificial

intelligence methods.

Thesis 1.2

For the dataset of the Hungarian Myocardial In-

farction Registry, I have developed a data preparation

procedure, with which the raw data became suitable

for participating in the implementation of the machine

learning process as input for the predictive models.

Relevant own publications pertaining to this thesis group:
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[P-1] [P-2] [P-3]

Thesis 2:

Thesis 2

I have developed machine learning models for pre-

dicting 30-day and 1-year mortality that met and in

some cases exceeded the predictive capabilities of re-

gression.

Relevant own publications pertaining to this thesis:

[P-3] [P-4] [P-5] [P-6]

Thesis 3:

Thesis 3

I have showed that in the case of decision trees,

there are minimal differences between the resampling

methods used to determine the tuning parameters;

and these differences disappear with a larger data set

(n > 15000).
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Relevant own publication pertaining to this thesis:

[P-7]

5 Practical Applicability of the Results

For demonstrating a possible clinical application of the re-

search results, I have developed a web-based application where

visitors can check the prediction capability of the given model.

Through the application physicians can enter the patient

data, then calculate the predicted possibilities. In the back-

ground, in the process of prediction, the application is com-

municating with the original (R-environment-based) modelling

infrastructure to use originally developed models to predict

30-days and 1-year mortality as outcomes.

The application is fully developed and working as it is de-

scribed in this section. It uses the previously published Gen-

eral Boosted Model to predict the 30-day and 1-year mortality

for field values added on the User interface layer.

Although the current version has some limitations (which
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are listed in the dissertation, together with their possible so-

lutions) mainly coming from the software and hardware ar-

chitecture - the application demonstrates a possible clinical

application of the research results present in the current dis-

sertation, and it is ready to use by physicians.
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