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List of symbols

Symbol Physical Quantity
E electric field
B magnetic induction
P polarization
F Force
c velocity of light in vacuum

ε0, µ0 vacuum constants
q wave vector
q̂ complex wave vector
q̃ unit vector
ω frequency of light
σ conductivity
ε dielectric constant
n refractive index
κ extinction coefficient
η complex refractive index
α absorption coefficient
p dipole moment
e∗ effective ionic charge
v velocity of the moving charges
k force constant
r displacement
Γ damping constant
µ reduced mass
ν phase velocity of the wave
d sample thickness
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1. General introduction

This PhD work is focused around infrared spectroscopy of organic (self-assemled

supramolecular networks) and inorganic (functionalized silicon carbide quantum dots) com-

plex nano- and microstructures. The novelty of the present work is due to the joint appli-

cation of standard infrared spectroscopic methods (i.e. absorption spectroscopy) with more

special methods (i.e matrix isolation infrared spectroscopy and attenuated total internal re-

flection infrared spectroscopy) [1–7]. Both self-assembled systems and silicon carbide (SiC)

surface functional groups are structures assembled on surfaces. In the first case the three-

dimensional analogue molecular crystals were studied using the results obtained by surface

characterization techniques (scanning tunneling microscopy). In the second case the surface

itself was investigated by special infrared techniques.

To study the structure and dynamics of the supramolecular networks, temperature de-

pendent absorption spectroscopy and matrix isolation were applied. The studied systems

were formed from different uracil and piridyne based molecular constituents, which form

self-assembled networks through hydrogen bonds. The recognition between the different

molecular modules is mediated via multiple hydrogen bonding donor and acceptor sites.

Hydrogen bonds can be sensitively detected by infrared spectroscopy by measuring their

effect in the affected N-H and C=O vibrational regions of the spectra. To reveal the exact

dimeric or multimeric character of the hydrogen bonded structures, different infrared spec-

troscopic methods are needed. The temperature dependent measurements give a full picture

about the melting of hydrogen bonds while matrix isolation infrared spectroscopy offers the

possibility to study the molecular modules in their monomeric state when no interaction

between them is possible. The obtained experimental results were probed by comparison

with temperature dependent ab initio molecular dynamics calculations (in collaboration

with the University of Liverpool and Eötvös Loránd University, Budapest). The results of



1. General introduction

these calculations yield excellent agreement with the hydrogen bond melting temperature

observed by experiment [1–3].

The study of inorganic based hybrid nanostructures requires special, surface sensitive

methods of infrared spectroscopy. These methods permit the identification of atomic mono-

layers and surface functional molecular groups. One of the methods used and implemented

during my PhD work in our laboratory is attenuated total internal reflection (ATR) infrared

spectroscopy. ATR proved its sensitivity in detecting the surface related Si-H vibrations on

hydrogenated silicon crystal where conventional methods of infrared spectroscopy yield no

results. The main activity in surface sensitive infrared spectroscopy during my PhD work

was the study of the surface structure of SiC quantum dots. SiC quantum dots show very

interesting and promising luminescent properties which are related to quantum confine-

ment effects. At the same time they show a complex surface structure, which together with

the revealed bioinert and biocompatibility properties, make them very promising materials

for different biological applications. ATR revealed the presence of carboxyl and carboxi-

late groups on the surface of quantum dots, opening the possibility for further biological

functionalization [4–6].

Chapter 2.1 describes some basic properties related to the light-matter interaction. Laws

of reflection and refraction are introduced as a starting point for the description of surface

sensitive infrared spectroscopy. The chapter continues with the treatment of optical prop-

erties of solids. As the experimental results obtained during my work are mainly related

to the infrared spectroscopy of molecular groups, section 2.1.4 presents a short introduc-

tion to molecular vibrations. In the second part of the chapter (section 2.2) the concept of

hydrogen bonding is treated starting with some general definitions and ending up with a

brief theoretical background.

Chapter 3 is divided in two main parts: in the first part I introduce the studied molecular

library followed by the description of the experimental techniques. At the end of this section

I present what kind of information is available about hydrogen bonds through infrared

spectroscopy. In the second section I describe basic principles of surface sensitive infrared

spectroscopy followed by a short presentation of the photoluminescence spectroscopy, both

methods being very powerful in the characterization of SiC quantum dots.

2



1. General introduction

Chapter 4 starts with a short literature survey about different hydrogen bonded net-

works. Next I present my results measured on the constituents of the molecular library

(sections 4.3 and 4.4). Homomolecular association (intermolecular hydrogen bonds between

the same type of molecules) and heteromolecular ordering (intermolecular hydrogen bonds

between different type of molecules) were studied during my PhD work. The joint appli-

cation of different techniques demonstrates that the information which can be obtained

from the vibrational spectra is vast and very useful in the chemical engineering of different

supramolecular systems .

In chapter 5 first I introduce, based on literature data, optical and vibrational properties

of bulk and nanostructured SiC. Then I present my results on basic photoluminescent

behavior and surface structure of SiC quantum dots (section 5.3). Chemical transformation

of carboxylic groups on the surface of SiC quantum dots to acid anhydride groups is possible

at elevated temperatures, opening new possibilities for surface modifications (section 5.4).

In chapter 6 I present a short summary and formulate a very concise outlook of the

thesis, while chapter 7 presents the thesis points and my publication list.

3





2. Fundamentals

The investigation of solid state systems using electromagnetic radiation provides a multi-

tude of information about the electronic and lattice excitations and their dynamics. Elec-

tromagnetic radiation affects the particles that make up the medium, and the medium

affects the electromagnetic radiation. This chapter starts with a short overview about how

the electromagnetic field affects the solid state systems, and material parameters which

characterize the medium are also introduced (2.1.1). Laws of reflection and refraction at an

interface between two media are introduced in section 2.1.2. This part is important for the

description of the attenuated total internal reflection infrared spectroscopy in chapter 3.

Sections 2.1.3 and 2.1.4 are related to molecular vibrations and some basic considerations

of normal modes and infrared active dipole modes. The second part of the chapter is an

introduction to hydrogen bonding describing some basic definitions and theoretical insights

(sections 2.2.1 and 2.2.2).

2.1 Light-matter interaction [8–14]

2.1.1 Basic considerations

In order to describe the propagation of electromagnetic waves in a medium wave equations

are needed that describe the behavior of the electric field E for a given dipole moment den-

sity or polarization P, or the medium response P for a given E. From Maxwell’s equations

it is straightforward to derive the wave equation by using the two curl equations. The wave

equation for the electric field is:

−∇(∇ · E) +∇2E = 1
c2
∂2E
∂t2

+ 1
ε0c2

∂2P
∂t2
, (2.1)
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where

c =
1

√
µ0ε0

, (2.2)

is the velocity of light in vacuum and ε0 and µ0 are the vacuum constants.

The harmonic plane wave solution of the wave equation for monochromatic light at

frequency, ω, is:

E(r, t) = E0 exp i (q · r− ωt) . (2.3)

In homogeneous, isotropic, and nonmagnetic solids the plane wave equation results in a

complex wave vector q̂,

q̂ = ω
c

[
ε
ε0

+ i σ
ε0ω

]1/2

, (2.4)

where ε is the dielectric constant and σ is the conductivity and both are material parame-

ters. A complex refractive index, η, can be defined by

q̂ = ω
c
ηq̃ (2.5)

where q̃ is a unit vector and

η = n+ iκ, (2.6)

with n and κ being the refractive index and extinction coefficient, respectively. The plane

wave field in equation 2.3 can be rewritten for absorbing media using equations 2.5 and

2.6.

E(r, t) = E0 exp
(
−ω

c
κq̃ · r

)
exp

[
i
(
ω
c
nq̃ · r− ωt

)]
. (2.7)

The solution of the wave equation in a medium is an oscillating wave that decays during

propagation; the first exponential in equation 2.7 stands for absorption, the decay of the

propagating wave is characterized by the extinction coefficient, κ. The attenuation of the

wave can also be described by Beer’s law:

I = I0 exp (−αz) (2.8)

6
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where I0 is the intensity of the source, α is the absorption coefficient describing the atten-

uation of the intensity, I, with distance, z.

α = 2ωκ
c

= σ
ε0cn

(2.9)

From equation 2.9 results that the attenuation is governed by the imaginary part of the

complex refractive index. The second exponential in equation 2.7 is oscillatory and repre-

sents the phase velocity of the wave, ν = c/n.

2.1.2 Interfaces [9–11, 13, 15]

Applying boundary conditions at an interface between two media with different refractive

indices leads to the laws of reflection and refraction. Light striking an interface is partially

reflected and partially refracted. The angle of refraction and the angle of incidence are

interrelated by Snell’s law:

n1 sin θ1 = n2 sin θ2, (2.10)

In equation 2.10 n1 is the refractive index of the incident material, θ1 is the angle of

incidence, n2 is the refractive index of the second material, and θ2 is the angle of refraction

into the second medium (figure 2.1 (a)). Snell’s law holds in general: electromagnetic waves,

sound waves, water waves. If the refractive index n1 of the medium from which the light is

incident onto the interface is higher than the refractive index n2 of the second medium, the

reflection is called internal. In the opposite case, when n1 is lower than n2, the reflection is

called external.

The field amplitude ratios of reflected and refracted rays (r and t) to the incident ray

(i) are described by the Fresnel equations. For parallel (‖) polarization (E parallel to the

plane of incidence) and perpendicular (⊥) polarization (E perpendicular to the plane of

incidence) (figure 2.1 (b)):

r‖ =
Er‖
Ei‖

=
η1 cos θ2 − η2 cos θ1

η1 cos θ2 + η2 cos θ1

= −tan (θ1 − θ2)

tan (θ1 + θ2)
(2.11)

r⊥ =
Er⊥
Ei⊥

=
η1 cos θ1 − η2 cos θ2

η1 cos θ1 + η2 cos θ2

= −sin (θ1 − θ2)

sin (θ1 + θ2)
(2.12)

7



2. Fundamentals

Fig. 2.1: (a) Light reflection and refraction across a boundary illustrated for internal re-
flection (n1>n2). (b) Illustration of the electric field as a function of polarization
for the discussion of Fresnel equations (general case of external reflection, n1<n2).

t‖ =
Et‖
Ei‖

=
2η1 cos θ1

η2 cos θ1 + η1 cos θ2

=
2 sin θ2 cos θ1

sin (θ1 + θ2) cos (θ1 − θ2)
(2.13)

t⊥ =
Et⊥
Ei⊥

=
2η1 cos θ1

η1 cos θ1 + η2 cos θ2

=
2 sin θ2 cos θ1

sin (θ1 + θ2)
(2.14)

Fresnel equations are the result of Maxwell’s equations where θ1 and θ2 are connected

through Snell’s law. Different polarizations of light reflect and refract differently (eq. 2.11

- 2.14). The Fresnel amplitude coefficients give the amplitudes and phases of the reflected

and refracted electric field as a function of incident angle, polarization, amplitude of the

incident electric field, and the complex refractive indices of the two media. At normal

incidence, the reflectance, R, and transmittance, T , across a boundary (as in figure 2.1)

are

R =

∣∣∣∣ErEi
∣∣∣∣2 =

∣∣∣∣η2 − η1

η2 + η1

∣∣∣∣2 (2.15)

T =

∣∣∣∣EtEi
∣∣∣∣2 =

4η1
2

|η2 + η1|2
(2.16)

8



2. Fundamentals

2.1.3 Optical properties of solids [8, 13, 14, 16–18]

We assume that the solid has no net macroscopic charge. However, it is composed of

positively and negatively charged entities. Applying an electric field E these entities move

in opposite directions producing a dipole moment p = e∗r. The quantity e∗ is the effective

ionic charge and r is the displacement of the charge due to E. Assuming that the charges

are elastically bound with a force constant k the restoring force is described by Hooke’s

law (F = −kr). By equating these forces, we have

e∗E = −kr. (2.17)

Using Newton’s second law, the differential equation of motion for a charged mass is:

µd
2r
dt2

+ µΓdr
dt

+ kr = e∗E (2.18)

where µ is the reduced mass and Γ is a damping constant. For the diatomic molecule with

masses m1 and m2, presented in figure 2.2, µ = m1m2

m1+m2
. We assume that the applied electric

field has the form E = E0exp (−iωt). For low intensities of the electromagnetic wave, the

Fig. 2.2: Model for a diatomic molecule with re being the equilibrium distance between
the atoms, and r being the relative displacement from the equilibrium position
(adapted from ref. [8]).

charge motion will have the same time dependence; r = r0exp (−iωt). Solving the equation

of motion for fields of frequency ω and introducing the eigenfrequency of the oscillator

ω0 =
(
k
µ

)1/2

a relation for the complex refractive index and complex dielectric constant

will be obtained:

η2 = ε̂
ε0

= 1 + N(e∗)2

µε0
1

ω2
0−ω2−iΓω

. (2.19)

9



2. Fundamentals

The resonant frequency ω0 and the damping constant Γ are strictly related to the medium,

and N is the number of charges. From equation 2.19 it follows that the dipole oscillators

in a material absorb most efficiently at a frequency of ω0. The value of ω0 is influenced by

the force constant k (for molecules the force constant k is related to the bond strength)

and the value of the reduced mass µ (it means that isotopic substitution of an atom will

also affect ω0).

A typical dispersion curve for n and κ as a function of frequency is presented in figure

2.3. The value of κ goes through a maximum at the resonance frequency ω0. From equation

2.9 (α ∼ κ) it follows that the absorption coefficient α also goes through a maximum at

ω0. From this relation also follows that in a dielectric medium there are regions which show

no absorption if the frequency ω is not near the resonance frequency ω0. The plot of n

versus ω shows that n is gradually increasing with ω, reaching a maximum, then rapidly

decreasing to a minimum as it passes through ω0.

Fig. 2.3: Typical dispersion curves for the real part η and the imaginary part κ of the
refractive index as a function of frequency [17].

In practice the material parameters (ε, η, α) are not measured directly. Assuming a light

beam with known intensity (I0) incident on the sample, it is possible to measure either the

10
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reflected light (IR) or the transmitted light (IT ). The intensity of the reflected light is

determined by the reflectance R (defined in equation 2.15) through the relation: IR = RI0.

The light which enters the sample may be transmitted through the sample or some part

may be absorbed (IA) by the sample. The intensity I0 must equal the sum of the intensities

of the transmitted, absorbed, and reflected light:

I0 = IR + IA + IT , (2.20)

Equation 2.20 can be rewritten:

1 = IR
I0

+ IA
I0

+ IT
I0

= R + IA
I0

+ IT
I0
, (2.21)

where IA/I0 represents the absorptivity, and IT/I0 represents the transmissivity. The trans-

mittance T is given by the ratio of the transmitted light (IT ) to the light that enters at the

front face of the sample (i0 = I0 − IR). The transmittance of a pure sample of thickness d

is given by Beer’s law:

T = IT
i0

= e−αd. (2.22)

The absorbance of the sample is given by:

A = − lnT = αd− ln(1−R). (2.23)

If the reflectance R is considered zero, the absorbance will become:

A = − lnT = αd. (2.24)

2.1.4 Molecular vibrations [14, 16, 18]

The frequencies of molecular vibrations in solids are typically in the 20 to 3500 cm−1 range.

When describing optical interactions with molecular vibrations the basic assumptions are

that each atom is located at an equilibrium position in the solid and it can oscillate about

this equilibrium position with an amplitude which is small compared to the internuclear

distance. Also it is assumed that the response of the outer shell electrons of the atoms

11
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to an electric field is much faster than the response of the core together with its inner

electron shells (adiabatic approximation). From these assumptions it follows that the force

in Newton’s equation depends linearly on the displacements and the system behaves as

if all the particles are joined by harmonic springs (figure 2.4). Thus, vibrations can be

treated classically and the solution of the equation of motion for atoms in a solid, for small

oscillations, can be described in terms of normal modes. A normal mode is a correlated

motion of the atoms that has a characteristic wave vector (q) and frequency (ω). The

resonant frequency of a normal mode depends on the crystal symmetry, atomic separation,

interatomic and intermolecular forces. Molecules with N atoms have 3N degrees of freedom.

Three degrees of freedom are translational motion in mutually perpendicular directions

and three are rotational motion. The remaining degrees of freedom are vibrational modes

(3N − 6 for nonlinear molecules and 3N − 5 for linear molecules). The path of a normal

mode of vibration is described in terms of the normal coordinate Qi. Every normal mode

has a certain type of symmetry associated with it. Normal modes depicted in the normal

coordinate system corresponds to bond stretches, bends, and torsions. The normal mode

frequencies ω0 are characteristic of a specific functional group and can be used for material

identification.

Fig. 2.4: Classical model for molecular vibrations: springs (representing the chemical
bonds) and spheres (representing the atoms and ions in a solid) (adapted from
ref. [8]).

12



2. Fundamentals

For a material to show infrared absorption its dipole moment should change during the

vibration (∂p/∂Qi 6= 0). The larger this change, the more intense the absorption band

will be. For the molecules studied during my work (presented in chapter 4), two molecular

groups are important: the carbonyl group (C=O) and the amine group (N-H). Because of

the difference in electronegativity between the constituents, both groups are permanently

polarized. The C=O stretching shows an intense absorption band in the region 1670 −

1740 cm−1. The amine stretching is observed between 3150− 3450 cm−1. In the particular

situation of this thesis the exact position of the absorption bands is a function of other

intermolecular interactions like hydrogen bonding, van der Waals or stacking forces.

2.2 Introduction to hydrogen bonding

2.2.1 Definitions

”A hydrogen bond exists between a functional group X-H and an atom or a group of atoms Y

in the same or a different molecule when (a) there is evidence of bond formation (association

or chelation), (b) there is evidence that this new bond linking X-H and Y specifically involves

the hydrogen atom already bonded to X.” [19]

The above is the definition of the hydrogen bond given by Pimentel and McClellan in

1960. Since then the hydrogen bond field has increased its impact to the research com-

munity by the multitude of colors shown in fundamental processes in chemistry, biology,

and materials science. This statement is evident if we consider that approximately one new

paper is indexed in SciFinder per hour on hydrogen bonding [20]. The tremendous increase

in the hydrogen bond related research fields leads scientists from time to time to come

out with new, more general definitions in order to cover the whole spectrum of the field.

There is a variety of conditions under which hydrogen bonding can occur. The interaction

requires two functional groups, one of them must serve as a proton donor (D) and the

other as a proton acceptor (A). Usually the proton is donated by a carboxyl, hydroxyl,

amine or amide group . Later it was found that protons can be donated by S-H and C-H

groups also, but these hydrogen bonds are weaker (1-2 kJ/mol) [19]. At the opposite end

extremely strong hydrogen bonds are present in the ion HF−2 (161.5 kJ/mol) [21]. The

13



2. Fundamentals

International Union of Pure and Applied Chemistry (IUPAC) defined the hydrogen bond

in 1997 as

”... a form of association between an electronegative atom and a hydrogen atom attached

to a second, relatively electronegative atom. It is best considered as an electrostatic interac-

tion, heightened by the small size of hydrogen, which permits proximity of the interacting

dipoles or charges. Both electronegative atoms are usually (but not necessarily) from the

first row of the Periodic Table, i.e., N, O or F. Hydrogen bonds may be intermolecular or

intramolecular. With a few exceptions, usually involving fluorine, the associated energies

are less than 20-25 kJ/mol (5-6 kcal/mol)...” [20, 22]

Since the IUPAC definition for hydrogen bonds was considered not embracing enough, in

2005 IUPAC set up a core group of 14 crystallographers, spectroscopists, and theoreticians

to examine this definition and recommend changes. The final task of their work was a

podium discussion on the new definition of the hydrogen bond during the XIX. International

Conference on ”Horizons in Hydrogen Bond Research” (Göttingen, Germany, September 11

- 17, 2011). Even if the mutual agreement between the core group and the present research

community was not full, the new definition was accepted and states:

”A typical hydrogen bond may be depicted as X-H · · · Y-Z, where the three dots denote

the bond. X-H represents the hydrogen-bond donor. The acceptor may be an atom or an

anion Y, or a fragment or a molecule Y-Z, where Y is bonded to Z. In specific cases X and

Y can be the same with both X-H and Y-H bonds being equal. In any event, the acceptor is

an electron-rich region such as, but not limited to, a lone pair in Y or a π-bonded pair in

Y-Z.” [20, 23]

2.2.2 Theoretical background [24]

The concept of the hydrogen bond evolves from consideration of Pauling’s atomic elec-

tronegativities (the tendency for an atom to attract a pair of electrons that it shares

with another atom). A consequence of the greater electronegativity of X relative to H

in an X-H bond is that the hydrogen proton is descreened (it is stripped of some of its

electron density). This results in a dipole at the terminus of the X-H bond which inter-

acts with the dipole of the lone pairs on the acceptor atom. Consequently hydrogen bond

donor strengths are qualitatively proportional to these differences in electronegativities:
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F −H > O −H > N −H > C −H. The hydrogen bond has also a directional property,

being strongest when X−H · · ·Y = 180◦. Beyond the electrostatic part other components

of the hydrogen bond energy were identified as delocalization, repulsion, and dispersion.

The electron distribution of the molecules is disturbed by the close approaches due to the

hydrogen bonding. This gives rise to polarization and the quantum mechanical interactions,

exchange repulsion, charge transfer, and dispersion. The polarization is the effect of the

distortion of the electron distributions of X-H by Y and Y by X-H. This is a stabilizing

interaction. The exchange repulsion is the short-range repulsion of the electron distribu-

tions of the donor and acceptor groups and accounts for the overlap of charges in occupied

orbitals of both donor and acceptor. With the application of the Pauli principle, it is re-

pulsive and is the major destabilizing term. Charge transfer is the result of the transfer of

electrons between occupied orbitals on the donor to vacant orbitals on the acceptor and

vice versa. The electrostatic, polarization, and charge transfer components are attractive

at equilibrium distances while the exchange repulsion is the balancing term.

As an example for O-H · · · O bonds at O · · · O = 2.8 Å, the electrostatic component

contributes about 65% of the hydrogen bond energy. As the O · · · O distance becomes

closer, the quantum mechanical charge transfer contributions become more important. For

longer weak bonds, the interaction becomes more electrostatic.
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3.1 Hydrogen bonded supramolecular systems

3.1.1 Synthesis

Details regarding the synthesis of molecular modules are beyond the scope of this thesis.

Molecules presented in figure 3.1 were prepared by collaborators at the University of Tri-

este, Italy, and at the University of Namur, Belgium, according to previously published

procedures[1, 25–27].

Fig. 3.1: Synthesis steps of the different molecules. Notation of the molecules: (A) -
DIB - 1,4-diiodobenzene, 1 - 1-hexyl-6-ethynyl uracil, 3 - 1,4-bis[(1-hexylurac-
6-yl)ethynyl]benzene; (B) - TBB - 1,3,5-tribromobenzene, 5 - 4-ethynyl-
2,6-di(acetylamino)pyridine, 6 - 1,3,5-Tris-[(2,6-Di(acetylamino)pyridine-4-yl-
)ethynyl]benzene; (C) - EA - 9-Ethynyl-anthracene, 2 - 1-hexyl-6-iodouracil,
4 - 1-hexyl-6-[(anthracen-9-yl)ethynyl]uracil; (D) - BTDB - 1-Bromo-3,4,5-
tri(dodecyloxy)benzene, 5 - 4-ethynyl-2,6-di(acetylamino)pyridine, 7 - 2,6-
Di(acetylamino)-4-{[3,4,5-tri(dodecyloxy)phenyl]ethynyl}pyridine.
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3.1.2 Methods

Fourier transform infrared spectroscopy [28]

Fourier transform infrared spectroscopy (in the rest of the thesis just infrared spectroscopy)

has found wide applications in the last decades. The design of an infrared spectrometer is

based on that of the two-beam interferometer (designed by Michelson). The main advan-

tage is that the whole spectrum is recorded during the measurement time (not just a region

limited by resolution as in double-beam grating infrared spectrometers). The Michelson in-

terferometer represented in figure 3.2 consists of a fixed mirror, a moving mirror and a

beamsplitter. Light from a source is separated into two parts by the beamsplitter. After

reflection by the two mirrors the two beams recombines at the beamsplitter. The output

beam of the interferometer is recorded as a function of path difference, and is an interfero-

gram. The infrared spectrum can be obtained by calculating the Fourier transform of the

interferogram. Assuming a light source with intensity, I0(ω), the electric fields of the two

interfering beams are

E1 =
√
I0(ω)sinωt; E2 =

√
I0(ω)sin

(
ωt+

2ωx

c

)
(3.1)

where x is the mirror displacement. The time-averaged intensity measured by the detector

has an x dependence

dI (ω, x) ∝
(
|E1 + E2|2

)
dω. (3.2)

As all light frequencies are simultaneously processed, the detector measures the following

intensity as a function of mirror position x:

I(x) =

∫
dI =

∫ ∞
0

I0(ω)dω +

∫ ∞
0

I0(ω) cos
2ωx

c
dω. (3.3)

The first term gives a constant (independent of x) while the second term represents the

Fourier transform of the spectrum I0(ω). An infrared spectrum measurement has the fol-

lowing steps: intensity I(x) is measured as a function of the mirror position x, then by

Fourier transformation the single-beam spectrum I0(ω) is obtained. I0(ω) is composed of

the spectrum of the source and the frequency-dependent response of the detector. The res-

olution ∆ω is a function of the maximum mirror movement: ∆ω/c ' 1/xmax. To measure
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the transmission of the sample, the single-beam spectrum of the reference and the sample

has to be recorded (Ir and Is),

T =
Is
Ir
. (3.4)

Fig. 3.2: Schematic illustration of a Bruker IFS 66v Fourier transform infrared spectrom-
eter.

Infrared spectra in the solid state were recorded in powders ground in potassium bro-

mide (KBr) pellets. Reference pellets were pure KBr. Mixing the sample with KBr dilutes

the material so it becomes transparent to infrared light, but the grain size in the pellets

(∼ 1 µm) ensures that they still can be regarded as solids, preserving the structure. The

sample:KBr mass ratio was approximately 1:400 (around 1 mg sample mixed with 400

mg of KBr powder). Prior starting an experiment the KBr powder was kept in a drying

oven at 350 K for five hours to assure the anhydrous state of the powder. The size of the

KBr/sample pellet was 13 mm and a load of 6 to 7 tons on the press gauge produced a

disc of approximately 1 to 1.5 mm thickness. Temperature dependent measurements were

performed in an optical cryostat (Advanced Research Systems) under dynamic vacuum

conditions (10−3 mbar) starting from room temperature up to a temperature value charac-

teristic to each sample (typically up to 370 - 550 K). Two different infrared spectrometers

were used, a Bruker Tensor 37 and an IFS66v for the temperature dependence with 2 cm−1

resolution. All spectra were taken in the 400 - 4000 cm−1 range with a Ge/KBr beamsplitter

and mercury-cadmium-telluride (MCT) detector. The light source was a Globar (SiC rod)

which is a thermal light source. For some samples far-infrared spectra in the 50-400 cm−1

range were also measured in polyethylene discs. Far-infrared beamsplitters are made of
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Mylar thin films while the detector is deuterated tri-glycine sulfate (DTGS). The baseline

was corrected by an adjusted polynomial function.

Matrix isolation infrared spectroscopy

The matrix isolation (MI) technique has been developed by Pimentel and collaborators

and represents a powerful technique in investigation of hydrogen bonds [19]. A gaseous

mixture of the studied material is quickly frozen in a large amount of inert gas (e.g. argon,

nitrogen, neon, krypton or xenon). Under such circumstances no diffusion can occur and

the inert gas forms a rigid matrix that isolates the molecular constituents of the substance

(figure 3.3). Isolated molecules are devoid of collisions and rotations and the infrared band

linewidths are almost one order of magnitude narrower than that observed in condensed

phase.

Fig. 3.3: Matrix isolation scheme. The rigid matrix of inert gas (shown as open circles)
isolates molecules from each other preventing the formation of hydrogen bonds.

In my experiments I used a home made matrix isolation setup in the Laboratory of

Molecular Spectroscopy, Eötvös Loránd University, Budapest. The setup is described in

details elsewhere [29, 30]. Briefly, the evaporated sample was mixed with argon (Messer,

99.9997%) before deposition onto an 8-10 K CsI window. The gas flow was kept at 0.07

mmol min−1, while the evaporation temperature was optimized to get the shortest possi-

ble deposition time and keep the concentration low enough to minimize the formation of

dimers during deposition. MI spectra were recorded using a Bruker IFS 55 spectrometer

with 1 cm−1 resolution and DTGS detector. Under these circumstances, the sample con-

sists predominantly of isolated molecules, with only a small amount of aggregated species
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present. Therefore, comparing MI spectra with solid-state KBr pellet spectra allows us to

study the effect of aggregation.

Ab initio molecular dynamics calculations

Theoretical calculations presented in my thesis were done in collaboration with Dr. Jonas

Bjork, Dr. Felix Hanke and Prof. Mats Persson from University of Liverpool and with Péter

Nagy from Eötvös Loránd University, Budapest. The theoretical results are presented in

combination with the experimental data in chapters 4.3.2 [2] and 4.3.3 [3].

3.1.3 Infrared spectra of hydrogen bonds

Considering now the infrared spectra of a hydrogen bonded species X-H · · · Y-Z we will

find very characteristic changes in the X-H and Y-Z stretching region [19, 31]. In particular

the formation of the hydrogen bond introduces a very unusual change in the frequency and

intensity distribution in the IR absorption spectrum. The disturbances are so distinctive

that infrared spectra provide one of the most powerful methods to reveal the presence of

hydrogen bonds [19].

Vibrational modes affected by the presence of hydrogen bonds are presented in figure

3.4. The main effect related to the presence of hydrogen bonds is a spectral shift of the

absorption of the X-H stretching vibrational mode to lower wavenumbers [19]. Another

important effect related to the stretching mode is the broadening of the bands and increase

in the intensity of the vibrational bands. The bending modes X-H show different char-

acteristics: spectral shift in the presence of hydrogen bonds is in the direction of higher

wavenumbers and the magnitude of the shift is usually smaller than that of the stretching

mode [19]. In the mid-infrared region isotopic substitution of hydrogen to deuterium shows

important modifications in the spectrum. The spectral shift caused by the mass number

changing is proportional to the square root of the isotopic masses. In the case of hydrogen

to deuterium change the isotopic shift is approximately 1√
2
.

The far-infrared region is defined as the region between 20-400 cm−1 and usually provides

information regarding the vibrations of molecules containing heavy atoms and molecular

skeleton vibrations. However, another aspect related to the far-infrared region is the pos-

sibility of direct observation of the vibration of hydrogen bonds [32]. The stretching (νσ)
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Fig. 3.4: Vibrational modes of a hydrogen bonded complex. Subscripts s, b and t are
assigned to stretching, bending and torsion vibrations, respectively while sub-
scripts σ and β represents the stretching and bending vibrational modes in the
far-infrared region created by the formation of the hydrogen bonded complex.
(adapted form ref. [19])

and bending (νβ) vibration of a hydrogen bond in the far-infrared region is illustrated in

figure 3.4. The values of νσ reported in the literature fall in the spectral range 75-250 cm−1

[32–34]. In contrast to the mid-infrared region, in the far-infrared part of the spectrum

conventional isotopic substitution is of little value in confirming the presence of hydro-

gen bonds [32]. Since the entire masses of both molecules are involved in the vibration of

hydrogen bonds the frequency shift is only 2-3 cm−1. Such a spectral shift is within the

experimental uncertainty of the location of band centers [32].

In this thesis, instead of isotopic substitution, hydrogen bonds were studied by their

temperature dependence.
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3.2 Silicon carbide quantum dots

3.2.1 Synthesis

SiC quantum dots were prepared by Dávid Beke and István Balogh at the Wigner Re-

search Centre for Physics according to previously published procedures [4, 35, 36]. The

term quantum dot is used because the size reduction induces a shift of the electronic exci-

tations to higher energies in comparison to the starting bulk material. Another effect of the

size confinement is a large surface to volume ratio which yields a complex surface struc-

ture conferring unique vibrational, photonic and electronic properties. Figure 3.5 shows a

typical high-resolution transmission electron microscopy (HRTEM) image of SiC quantum

dots. The HRTEM image reveals that SiC quantum dots are nearly spherical, and the

typical lattice spacing of 0.25 nm corresponds to the (111) plane of 3C-SiC. Though the

detectability of oxide or carbon contaminants is limited by the presence of the carbon film

substrate, the sharp contrast of the quantum dots indicates that there is no significant

contamination on the surface of SiC quantum dots.

Fig. 3.5: HRTEM image and size distribution of SiC quantum dots. The average size is
4.8 nm [4], while the lattice spacing is 0.25 nm (HRTEM measurements per-
formed by Zsolt Czigány).
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3.2.2 Surface sensitive infrared spectroscopy [9–11, 15]

Due to the broad range of the potential samples a multitude of spectroscopic techniques

is necessary for a proper investigation. Usually, liquids are analyzed by transmission or

attenuated total reflection (ATR), gaseous samples are best investigated by transmission,

powders by ATR or diffuse reflectance (DRIFT). In the past transmission spectroscopy

was the dominant technique, however, the special requirements for infrared spectroscopy to

detect very weak signals of thin film layers or surface termination sites lead to an increase of

using surface sensitive techniques like ATR or reflection-absorption spectroscopy (RAIRS).

Here I will provide a short description about the connection between ATR spectroscopy

and the physical phenomena of internal reflection, and the role of the evanescent wave is

also reviewed.

The main difference between normal transmission spectroscopy and surface sensitive

methods (ATR, RAIRS) relies on the presence of a substrate for surface sensitive methods

(silicon (Si), germanium (Ge), zinc sulfide (ZnS), zinc selenide (ZnSe), thallium bromoio-

dide (KRS5) or diamond for ATR and metallic surfaces like gold (Au), silver (Ag) or copper

(Cu) for RAIRS).

The basic physical phenomena of ATR is related to the reflectance of an interface (in-

troduced in chapter 2.2), which is a well-understood phenomenon [9–11, 15].

In the case of internal reflection (n1>n2, figure 2.1 (a)) at incident angles corresponding

to angles of refraction less than 900 the light is refracted through the interface. For the case

of internal reflection (and only for this case) the incident angle can be increased beyond

the maximum angle of refraction resulting in the total reflection of the incident radiation

within the higher refractive index medium (optically denser medium). The angle at which

the incident radiation is no longer refracted through the interface is called the critical angle.

From Snell’s law it follows that the critical angle is:

θc = arcsin

(
n2

n1

)
, (3.5)

In order to eliminate the refraction angle from Fresnel equations and to obtain amplitude

coefficients containing only sample parameters and incident geometry Snell’s law 2.10 is

substituted in equations 2.11 and 2.12:
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r‖ = −
η22

η1
cos θ1 −

√
η2

2 − η1
2sin2θ1

η22

η1
cos θ1 +

√
η2

2 − η1
2sin2θ1

(3.6)

r⊥ =
η1 cos θ1 −

√
η2

2 − η1
2sin2θ1

η1 cos θ1 +
√
η2

2 − η1
2sin2θ1

(3.7)

This new form of Fresnel equations is meaningful for the case of internal reflection, but

also for complex refractive indices. For reasons of practical interest only the case of non-

absorbing incident medium (η1 = n1 and is real) is treated. The complex refractive index

of the second medium η2 is:

η2 = n2 + iκ2, (3.8)

n2 and κ2 are the refractive index and extinction coefficient of the second medium, re-

spectively. If the angle of incidence is greater than the critical angle, the value under the

square root becomes negative and the square root becomes imaginary. Thus the Fresnel re-

flection coefficients 3.6 and 3.7 become complex numbers and the reflectance of the interface

is total. This is an indication that there is no electromagnetic field beyond the interface.

However, a very special kind of electromagnetic field, the evanescent field is established

near the interface.

The evanescent field

To a first approximation the evanescent wave can be taken as a remnant of the transmitted

wave. Following the electric field of the transmitted wave (according to the geometry of

figure 2.1 (a)):

Et (r, t) = Et (0, t) eiη2ktr (3.9)

where kt is the wave vector of the transmitted wave, r is the position vector in which we

are observing the field, and the interface is in the x-y plane. The scalar product in the

exponential term can be written as:

ktr = ktxx+ ktyy + ktzz (3.10)
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The x and y terms in 3.10 represents the propagation in the x-y plane. The z term can

be written as:

η2ktz = η2k cos θ2 = k

√
η2

2 − η1
2sin2θ1 (3.11)

The term cos θ2 is meaningful in internal reflection only in the situation when the angle

of incidence is smaller than the critical angle. The use of Snell’s law permits the extension

of equation 3.11 to the region where the angle of incidence exceeds the critical angle (region

of ATR spectroscopy). The square root in equation 3.11 is positive and real when θ1<θc. In

this situation the propagation along the z axis is oscillatory and the expression describes

the refracted radiation. When the angle of incidence reaches the critical value, the value of

the square root becomes negative and the term becomes imaginary. Equation 3.9 becomes:

E (x, y, z, t) = E (0, 0, 0, t) ei(kxx+kyy)e−kz
√
η12sin2θ1−η22 (3.12)

Equation 3.12 describes the evanescent wave that propagates in the x-y plane, while the

magnitude of the electric and magnetic field is attenuated exponentially in the z direction

away from the interface. This is called an inhomogeneous plane wave and has a peculiar

property: the wave is not transverse but has a component of the field parallel to the wave

vector k (figure 3.6).

Fig. 3.6: Evanescent wave intensity at the interface surface is a function of both the inci-
dent angle and the polarization components of the light beam. The incident light
ray is total internal reflected at a glass/water interface having refractive indices
of 1.518 and 1.333, respectively. The electric and magnetic field components of
the evanescent waves for s- (a) and p polarization (b) of the incident radiation
[37].
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Attenuated total internal reflection spectroscopy

An ATR spectrum is obtained by measuring the interaction of the evanescent wave with

the sample. Figure 3.7 shows a schematic representation of the horizontal ATR setup used

in my work. Placing an absorbing material on the surface of an ATR crystal, the evanescent

wave will be absorbed by the sample and its intensity will be attenuated in those regions

where the sample absorbs. An ATR spectrum is produced by the attenuated radiation as

Fig. 3.7: Schematic representation of the horizontal ATR setup for liquids used during my
work (adapted from ref. [38]).

a function of wavenumber and is similar to the conventional absorption spectrum. There

are some differences related to band intensities at lower wavenumbers. The reason is due

to the dependency of the penetration depth of the evanescent field on wavenumber. The

penetration depth can be calculated from the wavelength of the incident radiation, λ, the

refractive index of the internal reflection element (IRE), n1, the refractive index of the

sample, n2, and the angle of incidence, θ1 [18]:

dp =
λ

2πn1

√
sin2θ1 −

(
n2

n1

)2
. (3.13)

The penetration depth can be controlled with the refractive index of the IRE element and

the angle of incidence [18]. Table 4.1 presents this dependence for two ATR crystals used

during my work.

I will end this part with an experiment presenting a comparison between ATR and trans-

mission spectroscopy. Figure 3.8 presents the spectrum of a hydrogenated silicon (Si) ATR

crystal measured both in ATR and transmission mode (the geometry of the measurement
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Tab. 3.1: Penetration depths (in µm) as a function of angle of incidence at 1000 cm−1
for n2 = 1.5

IRE material 300 450 600

Ge 1.2 0.66 0.51
ZnSe - 2.0 1.1

is presented in the figure 3.8). The size of the Si ATR crystal was 50x20x2 mm (LxWxT),

the number of internal reflections 45. The hydrogenation of the Si surface was performed

according to a procedure described elsewhere [39]. We consider the hydrogenated surface

of the Si ATR crystal as a model for an atomic monolayer. The two bands seen in the

Fig. 3.8: Hydrogenated Si ATR crystal measured in ATR (black curve) and transmission
mode (red curve). The measurement technique is visualized in the figure.

ATR spectrum in figure 3.8 are assigned to the Si-H vibrations of SiH and SiH2 groups.

Measuring the same surface in transmission mode the spectrum is empty, the transmis-

sion technique is not sensitive enough to detect such weak signals. These results prove

the potential of ATR in detecting surface related signals. An accurate measurement of the

surface structure of SiC quantum dots has represented a central issue during my work as

surface terminations play an important role in its physical and chemical properties. During

synthesis procedures SiC quantum dots are suspended in different solvents (water, ethanol

or methanol) and form colloidal solutions (a colloidal solution is a liquid mixture in which

the particles do not dissolve, but rather become equally dispersed throughout the solvent).

For the ATR measurements drop drying method was used to cover the surface of the IRE
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element with SiC quantum dots. ATR spectra were measured after solvent evaporation.

These results are described in chapter 5.3.

3.2.3 Photoluminescence spectroscopy [40, 41]

Fig. 3.9: The Jablonski diagram for photoluminescence. S0 is the ground singlet electronic
state, S1 and S2 are the higher energy excited singlet electronic states. 0, 1, 2 are
vibrational energy levels (adapted from ref. [40]).

Photoluminescence (PL) is a photon emission process that occurs during relaxation

from electronic excited states. Such processes involve transitions between electronic and

vibrational states of the fluorescent materials. Processes that occur between the absorption

and emission of light are usually illustrated by Jablonski diagrams. Figure 3.9 shows a

typical Jablonski diagram for fluorescence.

The transitions between states are depicted as vertical lines to illustrate the instan-

taneous nature of light absorption (Frank-Condon principle). Transitions occur in about

10−15 s, a time too short for significant displacement of nuclei. At room temperature the

thermal energy is not enough to considerably populate the excited vibrational states. Ab-

sorption and emission occur mostly from the lowest vibrational energy states. Following

light absorption, a fluorophore is usually excited to some higher vibrational level of S1 or

S2. Fluorophores in condensed phases relax rapidly to the lowest vibrational energy level
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of S1 (internal conversion). Generally, such relaxation processes are complete prior to emis-

sion (internal conversion occurs within 10−12 s while fluorescent lifetimes are much longer,

in the order of 10−8 s). Return to the ground state typically occurs to a higher excited

vibrational level, which then quickly reaches thermal equilibrium.

Fig. 3.10: Schematic representation of a Horiba Jobin Yvon Nanolog spectrofluorometer
(adapted from ref. [41]).

During my work I have used photoluminescence spectroscopy to study the emission prop-

erties of the SiC quantum dots. Photoluminescence spectra were recorded with a HORIBA

Jobin Yvon Fluorolog-3 spectrofluorometer (Nanolog) presented in figure 3.10. The samples

were measured in colloidal aqueous solution (concentration approx. 0.5 mg/ml).
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4. Infrared spectroscopy of hydrogen bonded

supramolecular systems

4.1 Introduction

The formation and breaking of hydrogen bonds is one of the most fundamental processes

in biology, chemistry, and materials science. For example, hydrogen bonding is responsible

for the formation of the DNA double helix and for the highly unusual phase diagram of

water or the secondary and tertiary structures in proteins; it is therefore at the very heart

of life sciences. Furthermore, with the continuous down-scaling of technology in mind, the

self-assembly and molecular recognition properties of hydrogen bonds have found their

way into the fabrication of nanoscale materials and devices [42]. It is therefore imperative

to understand the microscopic mechanisms that lead to the formation and dissolution of

hydrogen bonds, in particular their temperature dependence. These processes are primarily

driven by thermal fluctuations, which are particularly large in hydrogen bonded systems

as they include very light atoms, and a relatively shallow and anharmonic potential energy

well.

To study this process in a simple and controlled manner, numerous different systems

have been suggested - for example short polypeptide segments [43, 44] or custom-designed

molecular modules [45–48]. In this context, it is crucial to have detailed information from

both experiment and theory so that the observed thermal fluctuation effects can be properly

assigned. Systems that are particularly suited for the controlled study of hydrogen bond

formation are small cyclically bonded nucleic base pairs, which play an important role as

basic building blocks in both biology and nanotechnology [42]. Due to the many functional

groups of such purines and pyrimidines taking part in hydrogen bonds, there are many ways
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that both homomolecular [49] and heteromolecular pairing can be exploited, for instance

in defect-free 2D supramolecular network formation with long range order [1, 50, 51].

The main requirement and at the same time the main challenge in molecular-based

devices is the control of the materials at the nanoscopic level [52]. This control can be

made through self-organization or self-assembly by non-covalent interactions ending up

with controlled formation of higher order architectures from small building blocks. Even

though extensive work has been published on the study of self-organization of molecular

building blocks over an extended length scale [53–56], the preparation of self-assembled

macroscopic materials is still far from the fabrication of supramolecular systems usable for

applications in industry. On the other hand there are clear advantages for the ”bottom-up”

approach through weak supramolecular interactions (hydrogen bonds, dipole-dipole inter-

actions, dispersion forces) as they include the simultaneous assembly of the predetermined

molecular units, long-range order and the possibility of defect-free structures. Also the en-

ergy of these weak interactions between the supramolecular constituents is comparable to

the thermal energy slightly above room temperature so such systems are very dynamic:

weak interactions can be broken and formed back again within very short time scales [57].

The main structural characterization method of hydrogen bonded systems is scanning

tunneling microscopy (STM) as it permits the visualization of the self-assembled two-

dimensional (2D) structures. In contrast, my work was performed in solid-state (powder)

samples, but as I will present later, my results also proved the supramolecular ordering of

the molecular constituents.

This chapter is organized as follows: section 4.2 starts with the description of a

supramolecular approach for the preparation of hydrogen bonded porous nanostructures

followed by a brief literature overview of formation of supramolecular networks. Section 4.3

and 4.4 presents my work on the study of solids with homo- and heteromolecular ordering

through formation of hydrogen bonds.

4.2 Hydrogen bonded networks

The formation of supramolecular networks through hydrogen bonding interaction between

the components represents one of the main strategies to form two dimensional molecu-
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lar structures [1, 25, 26, 42, 46, 47, 58–65]. An important possibility of forming hydrogen

bonded networks is the design and synthesis of multivalent molecular modules which ex-

pose at their peripheries complementary recognition sites [27]. It is possible to assemble

supramolecular networks from different shaped building units: linear units with the reac-

tive sites positioned at 1800 relative to each other, and angular units with either two-fold

or higher symmetry axes. The geometry of each assembled system will be therefore dic-

tated by the angularity of the non-linear components, while the size of the domains will be

determined by the linear units (figure 4.1) [27].

Fig. 4.1: Supramolecular approach for the preparation of hydrogen bonded porous nanos-
tructures [27].

One of the first examples of the formation of a mesophase through hydrogen bonding was

reported by Yang et al. [66]. They present evidence of self-assembly between a barbituric

acid derivative molecule (B) and a melamine derivative molecule (M) (figure 4.2 (a)). The

supramolecular assembly (B·M) is possible through triple hydrogen bonds and possible

applications in liquid crystals are expected.

The temperature dependent infrared spectra of the (B·M) complex are shown in figure

4.2 (b) and (c). The N-H stretching bands of (B·M) (3402, 3351, and 3310 cm−1) are differ-

ent from those of the self associated constituents (B) and (M) (3198 cm−1, and 3360 and

3268 cm−1, respectively). Such changes suggest the presence of triple complementary hy-

drogen bonds between (B) and (M). Analysis of the spectra between 1100 - 1800 cm−1 also
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Fig. 4.2: (a) photoactive barbituric acid derivative, 5-[4-dodecyloxybenzylidene]-2, 4,
6,-(1H, 3H)-pyriminidinetrione (B) and melamine derivative, 4-amino-2, 6-
didodecylamino- 1, 3, 5-triazine (M). (b) and (c) present the temperature de-
pendent infrared spectra of (B·M) between 3100 - 3500 cm−1 and between 1100
- 1800 cm−1 (adapted from ref. [66]).

supports this conclusion. At elevated temperatures the molecular self-assembly is destroyed

as a consequence of the melting of hydrogen bonds.

Other examples of supramolecular ordering involve the formation of honeycomb net-

works from the co-deposition of perylene tetra-carboxylic di-imide (PTCDI) and melamine

(1,3,5-triazine-2,4,6-triamine) on a silver terminated silicon surface [60], or from the co-

deposition of a bis-functionalised uracyl-bearing linear molecule (1 - left part of figure 4.3)

and melamine (MEL) at the solid-liquid interface on highly oriented pyrolytic graphite

(HOPG) surface [46]. Such empty hexagonal lattices are able to host different types of

molecular guests such as fullerenes [60].

The right part of figure 4.3 presents the self-recognition of complementary molecules

via triple hydrogen bonds. Several aspects were found to be crucial in the formation of

highly ordered and preprogrammed porous networks at the solid-liquid interface: at high

concentration only melamine molecules were physisorbed on HOPG and honeycomb as-

semblies were obtained only with rather diluted solutions. Another aspect is related to the

peripheral functionalization of the linear molecule which is needed to avoid strong side-

to-side interactions between the molecules. Such bicomponent self-assembled monolayers
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were used to gain detailed insights into phase segregation and polymorphism in two dimen-

sional supramolecular systems by exploring the contribution of hydrogen-bond energy and

periodicity, molecular flexibility, concentration and ratio of the components in solution as

well as the effect of annealing via time-dependent and temperature-modulated experiments

[46].

Fig. 4.3: STM images recorded at the solid-liquid interface of bicomponent nanoporous
networks [46].

An interesting temperature-induced phase transition was observed on a linear molecular

module of a 2D hydrogen bonded assembly by STM on Ag(111) surface. The phase tran-

sition proceeds from a hexagonal porous network (left part of figure 4.4) to a close-packed

rhombic arrangement (right part of figure 4.4). The two terminal groups of the bis-2,6-

di(acetylamino)pyridine module are known to be involved in hydrogen bonding interaction

showing a donor-acceptor-donor (DAD) conformation (the meaning of DAD is indicated in

figure 4.5). STM measurements performed at 77 K in ultrahigh vacuum (UHV) found that

for samples prepared before the annealing process the molecules arrange in a hexagonal

porous network. In the proposed model, each unit interacts via two weak hydrogen bonds

with two neighboring modules, while after annealing the sample at 420 K, the hexagonal

network transforms into a close-packed 2D rhombic pattern shown in the right part of figure

4.4. Matena et al. also found that the difference in intensity for the two acetyl units reveals

a conformational difference between the two acetyl groups (indicated with two white arrows

in the right part of figure 4.4 - panel (a)).
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Fig. 4.4: STM images and the proposed model of the bis-2,6-di(acetylamino)pyridine mod-
ule before and after annealing at 420 K (left part: a: scan range 34 x 34 nm2, b:
7 x 7 nm2; right part: a: 10 x 10 nm2, b: 39 x 39 nm2; adapted from ref. [63]).

Such an intermolecular interaction is equivalent to a trans-cis conformation change lead-

ing to a (DADA)x2 dimer structure (as in figure 4.5). The cis conformation adopted by

two of the four amidic bonds strongly promotes quadruple hydrogen bonding interactions

favoring an unidirectional anisotropy. The amide unit in the cis conformation displays some

flexibility due to a balance between attractive (hydrogen bonds) and repulsive (steric de-

mands) interactions. In this situation the formation of the hexagonal network is kinetically

controlled while the rhombic assembly represents the thermodynamically stable phase and

the control over the conformational state of adsorbed molecules play an important role in

the design of writeable organic-based nanostructures.

Fig. 4.5: Influence of the cis and trans conformers on the dimerisation processes [63].
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4.3 Study of solids with homomolecular association

The materials I investigated were members of an extended molecular library with molec-

ular units containing hydrogen bond-forming functional groups, which makes possible the

self-recognition and self-organization of them in a predictable manner [27]. In particular,

molecular modules featuring 2,6-di(acetylamino)pyridine moieties able to selectively recog-

nise uracil-bearing modules were engineered. The components of the molecular library are

presented in figure 4.6.

Fig. 4.6: Molecular library

Figure 4.7 shows the homomolecular self-organization of two uracil based modules (a)

and di(acetylamino)-pyridine based modules (c) while the heteromolecular recognition is

mediated via triple hydrogen bonds established between the NH-N-NH (DAD) terminations

of the 2,6-di(acetylamino)pyridine and the CO-NH-CO (ADA) imidic groups of the uracil

based modules (b) [27]. These molecules come from a collaboration with Prof. Davide

Bonifazi’s laboratory at the University of Trieste, Italy.
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Fig. 4.7: (a) One possible molecular conformer for homo-association geometry between
two uracil based modules, (b) heteromolecular self association geometry between
di(acetylamino)-pyridine and an uracil based unit, (c) hydrogen bonded con-
former for homomolecular geometry of di(acetylamino)-pyridine based module
in the trans isomer.

4.3.1 Infrared spectral library

The first part of my work consists of preparing an infrared spectral library of the molecules

presented in figure 4.6. These molecules have different functional sites which permit the

self-assembly through hydrogen bonding (figure 4.7). Starting from the basic molecular

units and finishing with the final supramolecular assemblies, I studied the supramolecular

ordering of different imide-uracil and acetylaminopiridyne based molecular constituents

by temperature dependent infrared absorption spectroscopy combined with other special

techniques (matrix isolation and theory). In this section I will present basic properties of the

prototypical molecules (figure 4.6). During my presentation of the infrared spectra of the

molecules I will focus my attention every time to the spectral ranges where the vibrational

bands are influenced by the formation or disruption of the hydrogen bonds (typically the

C=O and N-H bending and stretching regions).

Molecule 4

4 contains only one uracil moiety, terminated with an anthracyl unit. Figure 4.8 presents

an STM image recorded on Ag(111) surface under UHV conditions. Different molecules

were used to obtain linear assemblies by association of monomeric units through triple

hydrogen bonds. Molecule 4 was successfully used as a stopper for the linear chain formed

from two linear (DAD) and (ADA) molecules (figure 4.8 (b) and (c)) [25]. The temperature-

dependent infrared spectra are presented in figure 4.9. For the homomolecular organization

a stabilization with double hydrogen bonds is expected (figure 4.7 - a). This implies that
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one carbonyl group is free while the amine group is always involved in hydrogen bond

formation.

Fig. 4.8: STM images of multicomponent submonolayers on Ag (111) surfaces. Two linear
molecules with hydrogen bond forming sites at the opposite end of the molecules
form supramolecular wires. Molecule 4 terminates the supramolecular linear
chain acting as a molecular stopper. The scan range for panel (a) is 50 x 40
nm2 (STM results measured by M. Matena, T. Jung, and M. Stöhr from Uni-
versity of Basel, Switzerland) [25].

In figure 4.9 the free C=O vibration is assigned to the band at 1706 cm−1 and its position

is not changing during temperature raising. The hydrogen bonded C=O and N-H show a

strong temperature dependence (at 1680- and at 3165 cm−1 respectively). At 523 K the

melting of the hydrogen bonds occurs, demonstrated by the appearance of a new band at

3410 cm−1 assigned to the free N-H vibration.

Molecules 5, 6, and 7

Molecule 5 is the building unit for 6 and 7 (figures 4.6). I will present first a comparative

spectrum of the three molecular modules taken at room temperature followed by the study

of temperature dependence. In figure 4.6 module 5 is presented as the trans isomer, in this

situation it is supposed that hydrogen bonds are formed between N-H· · ·N (like in figure 4.7
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Fig. 4.9: Temperature dependence of the infrared spectra of 4 recorded in KBr pellet from
room temperature up to 523 K.

(c)). From figure 4.10 it is evident that even if the hydrogen bond forming sites are identical

for each module, there are differences in the C=O and N-H stretching regions. Other

factors like the geometry of the molecular modules or other steric interactions can affect the

supramolecular ordering even in the solid state. This observation is in agreement with data

published in the literature [1, 63, 67]. STM studies in UHV and at solid-liquid interface

also revealed that the self-association of di(acetylamino)pyridine containing derivatives

is limited by conformation constrains of the amidic functional groups and a favorable

geometric disposition of the hydrogen bond forming sites for a frontal self-association is

disfavored [65]. However, by studying molecular modules 5, 6, and 7 in the solid state,

clear evidence can be found for self-association in accordance with previously published

data [67, 68]. In the C=O stretching region (1650-1800 cm−1) there are two distinct bands

for module 5 (at 1668 and 1713 cm−1 marked with the two black vertical lines in figure 4.10)

while modules 6 and 7 contain one broader band at approx. 1680 cm−1. The displacement

between the two C=O bands for 5 (45 cm−1) suggests that one carbonyl group is hydrogen

bonded. This is possible only if a trans-cis conformation change takes place. The origin of

the broader carbonyl band for 6 and 7 is not evident from the room temperature spectra (if

it is free or hydrogen bonded). In the N-H stretching vibration region module 5 shows two

distinct and intense bands at 3252 and at 3318 cm−1. These spectral features are different

for 6 and 7. There is a broad featureless band in the range 3200-3350 cm−1, but also an

extra band at 3433 cm−1 for 6 and at 3466 cm−1 for 7. These two extra bands are typically
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assigned to free vibrations (N-H or O-H). The absence of any bands for 5 above 3400

cm−1 indicate that both amine groups are involved in hydrogen bonds. Further evidence

about the exact conformation structure in the solid state is obtained from temperature

dependence.

Fig. 4.10: Room temperature infrared spectra of modules 5, 6 and 7.

Figure 4.11 presents the effect of temperature on the hydrogen bond forming termina-

tions of 5. The region between 1475-1575 cm−1 corresponds to the N-H bending vibrations,

the band at approx. 1600 cm−1 is the aromatic C=C and C=N vibration. In the following I

focus on the C=O and N-H stretching bands to see their free or hydrogen bonded state in

order to extract information about the exact conformational geometry. The band centered

at 1668 cm−1 shows a slight frequency shift to higher wavenumbers and a strong intensity

decrease as the temperature is raised (typical of hydrogen bonded C=O). The other car-

bonyl band (at 1713 cm−1) seems to be unchanged up to 473 K. Above 483 K they merge

into one single broad band. Both N-H stretching bands at 3252- and at 3318 cm−1 behave

similarly to the hydrogen bonded C=O band (slight frequency shift and strong decrease

in intensity), which sustains the observation that both N-H sites are involved in hydrogen

bond formation. The spectral shift of the hydrogen bonds affected bands is presented in fig-

ure 4.11 as vertical black and magenta lines and the value is typically between 5-10 cm−1.

These spectral changes at elevated temperatures indicate the presence of a (DADA)x2

dimer structure which is due to trans-cis conformation change due to steric demands (as

presented in figures 4.4 and 4.5).
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Fig. 4.11: Temperature dependence of the infrared spectra of 5 recorded in KBr pellet
from room temperature up to 523 K.

The temperature dependence of the infrared spectra of molecule 6 is presented in figure

4.12. This molecular module could not be investigated by STM as it cannot be sublimed

(the sample preparation for STM measurements under UHV conditions includes the sample

evaporation to the sample holder). In the case of temperature dependent infrared measure-

ments I have observed that the melting of the hydrogen bonds is related to the sublimation

temperature of the constituents. Above the sublimation temperature, the hydrogen bonds

are disrupted, illustrating that the sublimation temperature provides a good estimate for

hydrogen bond stability in such systems. Knowing that module 6 does not sublime, it was

interesting to study the melting of the hydrogen bond is this situation. Though for the pre-

viously discussed molecular modules the hydrogen-bond disruption occurred below approx.

550 K, for module 6 the presence of the hydrogen bonded bands is evident even at much

higher temperatures. The total melting of the hydrogen bonds seems to occur above 673

K.

The temperature dependent spectra of molecule 7 are presented in figure 4.13. At room

temperature two C=O stretching bands at 1680 and 1692 cm−1 and two bands above 3000

cm−1 (at 3333 and 3466 cm−1) are present. The band at 1680 cm−1 does not change with

temperature, so this band can be assigned to one free C=O stretching vibration (similarly

as for unit 6). The band at 1692 cm−1 disappears at 318 K and two new bands emerge

at 1669 and 1715 cm−1. In the N-H stretching vibration region the bands at 3333 and
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Fig. 4.12: Temperature dependence of the infrared spectra of 6 recorded in KBr pellet
from room temperature up to 673 K.

3466 cm−1 disappear above 318 K with new bands appearing at 3275 and 3405 cm−1. Such

changes open the question of possible tautomerization processes (the H atom forming an

N-H bond transfers to O atom of C=O bond forming a C-O-H bond). NMR studies on the

tautomerism of 2-acylaminopyridines revealed that the amide tautomer and trans isomer

is the most stable conformation [69] (as presented in figure 4.6). The changes observed in

the infrared spectra of 7 are assigned to temperature induced phase transitions. At room

temperature the two C=O bands (at 1680 and 1692 cm−1) are assigned to free vibrations in

accordance with data published in the literature [67]. At this temperature it is not evident

if self-association is occurring. From its temperature dependence, the new C=O band at

1669 cm−1 appeared above 318 K is assigned to hydrogen bonded C=O. A carbonyl band

can be involved in hydrogen bond formation if trans-cis isomerism occurs (as for module

5) or if a phase transition is favored (as the hexagonal porous structure presented in figure

4.4 [63]). On the other hand a cis conformation would favor a (DADA)x2 dimeric structure

(as for unit 5) which would imply that both N-H and one C=O are taking part in hydrogen

bond formation. The presence of the free N-H vibration at 3405 cm−1 suggest that a self-

association geometry other than frontal disposition is favored.
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Fig. 4.13: Temperature dependence of the infrared spectra of 7 recorded in KBr pellet
from room temperature up to 453 K.

Molecules 1, 2, and 3

In figure 4.14 molecules 1, 2, and 3 contain the same hydrogen bond forming functional

groups, while molecule 1 is the starting unit for molecule 3. Molecules 1 and 2 are similar

except the functional group on atom 6.

Fig. 4.14: 1-hexyl-6-ethynyluracil (molecule 1, left), 1-hexyl-6-iodouracil (molecule 2,
middle) and bis-uracil molecular unit (molecule 3, right) have identical func-
tional groups forming hydrogen bonds (the carbonyl and amine groups). The
molecules are shown in the diketo form. The two carbonyl groups including car-
bon atoms 2 and 4, respectively, may participate in different hydrogen bonding
motifs (numbering of the atoms in the uracil ring is presented for molecule 1).

Figure 4.15 presents the room temperature spectra of 1, 2, and 3. Focusing on the

spectral regions where the effects of hydrogen bonds are important I present just the
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Fig. 4.15: Room temperature infrared spectra of modules 1, 2, and 3.

C=O stretching region (1650-1800 cm−1) and the N-H stretching region (approx. 3100-

3300 cm−1). Even though the hydrogen bond forming groups are identical, the vibrational

behavior of the three molecular modules is different, visualized by the different frequency

and intensity of the free and hydrogen bonded C=O and N-H bands. These three molecular

modules are the subject of the next two subchapters and as we will see the different func-

tional groups on atom 6 (as in figure 4.14) do not have a significant effect on the relative

energy hierarchy between the different dimer conformations, but they affect the dynamics

of the hydrogen bonds at elevated temperatures.

4.3.2 Base uracil molecular units

In this study, I investigate the stability and dissociation dynamics of hydrogen bonds by

studying a pair of uracil-derivative molecular modules. Uracil-based molecular building

blocks have already shown their potential as basic components in supramolecular chem-

istry [1, 25, 26, 46, 64, 70, 71], which means that their stability and breakdown mechanisms

are of technological importance. In this context, infrared spectroscopy is very effective in the

study of such hydrogen bonded complexes [18, 72]. Special methods like matrix isolation

spectroscopy combined with a more conventional infrared spectroscopic method provide

unique characterization opportunities as they permit the study of the molecular units both

in their aggregated and free state. MI spectroscopy in particular is a powerful method to

measure an almost perturbation-free spectrum of isolated molecules [73]. Choosing appro-
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Fig. 4.16: 1-hexyl-6-ethynyluracil -unit 1 (left) and 1-hexyl-6-iodouracil - 2 (right) have
identical functional groups forming hydrogen bonds (the carbonyl and amine
groups). The molecules are shown in the diketo form. The two carbonyl groups
which may participate in different hydrogen bonding motifs are indicated by
carbon atoms 2 and 4, respectively.

priate conditions, these spectra can be free from signs of aggregated species even in the

case of strong intermolecular interactions [74, 75].

Two uracil-type molecules (molecule 1 and 2 in figure 4.6, the same molecules in fig-

ure 4.16) were chosen for investigation: 1-hexyl-6-ethynyluracil (molecule 1) and 1-hexyl-

6-iodouracil (2). The two molecules contain identical hydrogen bond-forming functional

groups, but differ in the functional group attached to atom 6 of the central aromatic ring

(see figure 4.16). MI characterization was performed on isolated molecules and compared to

spectra in the solid state, where aggregation is present [76, 77]. The optimum sublimation

temperature was 353±5 K for 1 and 393±5 K for 2. On the other hand, when heating the

solids, a sudden drop in intensity of certain spectral lines is observed with temperature

which can be attributed to the melting or disruption of hydrogen bonds. The combination

of infrared studies with temperature dependent ab initio molecular dynamics simulations

allows the unambiguous but non-trivial assignment of the temperature dependent spectral

peaks.

Ab initio molecular dynamics (AIMD) calculations were performed for all three dimer

structures of 1 and 2 at different temperatures to obtain vibrational spectra. For the

lowest energy dimer structure, additional simulations at 5 K, 383 K, and 453 K were used

to calculate the temperature dependence of its spectrum. Figure 4.17 presents the three

dimer conformations considered in the calculation. The N-H (3) and one C=O (2 or 4)

group are always involved in hydrogen bond formation while the other C=O group is free.

The notation of Biemann, Häber and Kleinermanns [78] was used for the carbonyl groups as
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well as the dimers: in the latter case, the labels of the carbon atoms of the carbonyl groups

taking part in the hydrogen bond were indicated. The situation in these two compounds is

simplified compared to that of uracil [76, 77], because the N1 atom is blocked by the side

chains and cannot take part in hydrogen bonds.

Fig. 4.17: The three investigated dimer configurations of molecule 1 in the AIMD study
(the same structures were considered also for molecule 2).

The characterization of vibrational peaks in the calculated dipole spectra was done by

identifying a set of representative bond coordinates, e.g. bond distances or bond angles,

and extracting their time dependence A(t) from the AIMD trajectories using the Atomic

Simulation Environment [79]. The character of a given mode in terms of various bond

coordinates is given by the relative spectral strengths of the vibrational peak in the Fourier

transforms A(ω) of these coordinates, as demonstrated in figure 4.18 which also shows

the corresponding harmonic spectrum. For the 5 K MD simulations, the molecules only

sample the harmonic region of the potential energy surface. This is reflected in the good

correspondence between the harmonic and molecular dynamics vibration spectra, which

agree to within 10 cm−1 (theoretical calculations done by Felix Hanke and Jonas Bjork).

Moreover, this approach toward identifying vibrational modes can also be used for a

given vibrational mode to identify the coupling between the collective coordinates, e.g.

between the N-H bend and the two C=O stretches at 1460 cm−1 for molecule 1 where the

spectrum of all three bond coordinates has peaks in figure 4.18. This is also reflected in

the normal mode analysis, where the N-H bend also has a small component of the C=O

stretch modes and vice versa [2].
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Fig. 4.18: (a) Illustration of the procedure used to assign the peaks in molecular dynamics
spectra: each colored line shows the Fourier transform of a given collective
coordinate of the (4-4) dimer simulated at 5 K, see molecular model on the
right. The shaded area shows the full infrared intensity computed from the MD
simulation, and offset by a constant for comparison. (b) The corresponding
infrared intensity calculated within the harmonic approximation. The peaks
assigned to eigenmodes with most prominent CO-stretch and/or NH-bend are
indicated, with the atomic motions illustrated with arrows in the molecular
models for each of these three modes (work done by Felix Hanke and Jonas
Bjork).

Matrix isolation results

Figures 4.19 and 4.21 present the experimental infrared spectra of 1 and 2, respectively,

in the solid state (black curve - recorded at 298 K) and matrix isolation infrared spectra of

isolated monomers (red curve - recorded in argon matrix at 8 K). Mode assignment of the

MI spectra was done by comparing these to the theoretical spectra calculated for monomers

at 5 K, while the assignments of solid state spectra were obtained by comparison with the

theoretical spectra calculated for different dimer configurations. In the solid phase at 298

K the sample state can be considered a static assembly of dimers with hydrogen bonds

being the main intermolecular interaction [76, 77] which affects the corresponding infrared

bands. Lowering the temperature causes line narrowing in the solid state, but does not

affect the frequencies considerably. Therefore, a direct comparison between the solid state

and MI spectra is possible even if the temperature is different.
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Fig. 4.19: Direct observation of the effect of hydrogen bonds on molecule 1: comparison
between the solid state spectrum (at room temperature - black) and monomers
(in Ar matrix - red). Peaks marked with # are from the very low amount
of dimers formed during Ar matrix formation. All the spectra were baseline
corrected and shifted vertically for clarity. Subscripts 2 and 4 refer to the cor-
responding carbonyl groups according to figure 4.16, while subscripts F and H
denote the free and hydrogen bonded nature of the vibrations, respectively.

Tab. 4.1: Mode assignments for the peaks in the MI spectrum of isolated molecule 1.
Experimental values were derived from the spectrum recorded at 8 K while
theoretical values were calculated by MD simulation at 5 K.

ν̃ EXP (cm−1) ν̃ AIMD (cm−1) Assignment
3428 3587 ν(N-H)
3311 3478 ν(C-H)
1731 1742 ν(C2=O)
1719 1718 ν(C4=O)

In the experimental MI spectrum of 1 the bands at 1719 and at 1731 cm−1 belong

to the free C4=O and C2=O vibrations of the monomer, respectively. The comparison of

experimental and theoretical band assignments is presented in table 4.1.

One of the bands in the matrix isolation spectrum of 1 in figure 4.19 (marked with #,

at 1699 cm−1) merits a more detailed analysis. We have considered two possibilities for

the assignment of this band; either the presence of another tautomer or a small number

of dimers. Although the temperature dependence in the solid phase (detailed in the next

subsection) did not reveal the presence of other tautomers either for 1 or for 2, tautomer-

ization can occur during sublimation or in the gas phase [80]. Calculations show that the

total energies of the enol tautomers relative to that of the diketo tautomer are high (above
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Fig. 4.20: Relative energies of 1 tautomers with respect to the diketo form of the molecule.
The energies refer to structurally optimized tautomers (work done by Felix
Hanke and Jonas Bjork).

10 kcal mol−1, figure 4.20), which is in agreement with previous experimental and theoret-

ical results for other uracil derivatives [80–86]. These studies show that the diketo form of

uracil is the most stable and predominant tautomer in the gas phase, in solution and in

the solid state, hence the presence of other tautomers in the matrix is excluded. The band
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Tab. 4.2: Vibrational frequency and mode assignment of matrix isolation spectra of 1 and
2 monomers

Sample ν(C4=O) (cm−1) ν(C2=O) (cm−1) ν(N-H) (cm−1)
1H6EU 1719 1731 3428
1H6IU 1713 1732 3428

at 1699 cm−1 can be assigned to the C=O mode of the hydrogen bonded isolated dimers,

which are present in the matrix in a small amount.

Fig. 4.21: Solid state spectrum at 298 K (black curve) and matrix isolation spectrum at
8 K (red curve) of 2. Subscripts 2 and 4 refer to the corresponding carbonyl
groups according to 4.16 while subscripts F and H denote the free and hydrogen
bonded nature of the vibrations, respectively.

Figure 4.21 presents the solid state spectrum (black curve) and the matrix isolation

spectrum (red curve) of 2. As for molecule 1, the band assignment of the MI spectrum was

performed by comparing with the theoretical spectrum of the monomer of this molecular

module. We assign the band located at 1713 cm−1 to a C4=O stretch and the one at 1732

cm−1 to a C2=O stretch. Comparison of matrix isolation spectra of 1 and 2 is presented

in table 4.2. While the C2=O bands are at the same position in both cases, the C4=O

bands show a 6 cm−1 difference between the two molecules which is caused by the different

masses of the ethynyl group and iodine atoms attached to C6.

To obtain detailed information about the dimer structures of 1 and 2, different dimer

structures were considered in the theoretical calculations for each of the molecular modules,

illustrated for 1 in figure 4.17. Table 4.3 presents the calculated binding energies for the
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different configurations, which show that the (4-4) dimer structure is energetically most

stable for both 1 and 2. This structure is identical to that in crystalline uracil [76, 77].

Furthermore, the relative energy hierarchy between the different dimers remains the same

for 1 and 2. Thus the different functional groups on atom 6 (according to figure 4.16) do

not have a significant effect on the hydrogen bonds. This result is also in agreement with

results derived from chloroform solution spectra of 1-cyclohexyluracil by Biemann, Häber

and Kleinermanns [78].

Tab. 4.3: Formation energies of the different isolated dimers for 1 and 2, calculated as
the difference between the energy of a structurally optimized dimer and two
structurally optimized monomers.

dimer Molecule 1 (kcal mol−1) Molecule 2 (kcal mol−1)
(4-4) -14.8 -15
(2-2) -13.4 -13.4
(2-4) -13.8 -14.1

In table 4.4 experimental and computed frequencies are shown for the (4-4) structure

of 1. Note that the experimental value for ν(C2=O) for the dimers is equal to the cor-

responding mode in the isolated molecule, suggesting that it is not at all affected by the

surrounding hydrogen bonds.

Temperature dependence

Temperature dependent infrared spectroscopic investigations using solid samples can be

used for the characterization of the stability of hydrogen bonded systems as the behavior

of bands shows how the hydrogen bonds become weaker or entirely disrupted at elevated

temperature [1]: With increasing temperature, the hydrogen bond affected bands decrease

in peak height and shift to higher wavenumbers. The electron on the hydrogen atom be-

Tab. 4.4: Mode assignments of isolated dimers in the experimental (8 K) and calculated
(5 K) infrared spectrum of the most stable (4-4) dimer structure 1. Subscripts
2 and 4 refer to the corresponding carbonyl groups according to figure 4.16
while subscripts F and H denote the free and hydrogen bonded nature of the
vibrations, respectively.

ν̃ EXP (cm−1) ν̃ AIMD (cm−1) Assignment
1731 1742 ν(C2=O)F

1699 1676 ν(C4=O)H
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comes more localized and more strongly bound, which decreases its polarizability and

consequently the intensity of the band.

This study also shows that the coexistence of different dimer conformers at elevated

temperatures needs to be taken into account in the analysis of the infrared spectra. Figure

4.22 presents the temperature dependent spectra of 1 from room temperature up to 453 K.

Apparently the spectra contain two components: one hydrogen bonded C=O stretching

band at 1690 cm−1 and one free C=O band centered at 1723 cm−1 (according to figure

4.17 just one C=O is hydrogen bonded in all dimer conformers). Above 353 K a strong

decrease in the peak height can be observed for the hydrogen bonded band (C=O band

at 1690 cm−1) along with a slight shift to higher wavenumbers. Above 403 K the free and

hydrogen bonded C=O merge into one single broad band. The inset of figure 4.22 shows

the peak height of the 1690 cm−1 band as a function of temperature. From the inset it

can be seen that the peak height starts to decrease from 353 K with a more pronounced

decrease above 383 K.

The peak height at 1690 cm−1 decreases sharply at 353 K (inset in figure 4.22) indicating

a close correlation between the melting temperature of hydrogen bonds in the solid and the

sublimation temperature under MI conditions. As the disruption of the secondary bonds

strongly affects the cohesion energy of the solid, it is not surprising that the melting of the

hydrogen bonds occurs in the same temperature region as the sublimation in the matrix

isolation experiment, i.e. the temperature where the isolated molecules enter the argon

stream.

Figure 4.23 shows the temperature dependence of the solid state spectra of 2 in the

C=O stretching region. At room temperature both free and hydrogen bonded C=O bands

are at lower wavenumber than for molecule 1 (figure 4.22). There is another difference

between the spectra of the two molecules: while the hydrogen bonded C=O band of 1 is

more intense than the free one, the hydrogen bonded C=O band of 2 is less intense than

the free one. As the temperature is increased, the hydrogen bond affected C=O bands shift

to higher wavenumbers, while the free C=O vibration at 1695 cm−1 remains unchanged.

The inset of figure 4.23 shows the intensity of the hydrogen bonded C=O stretch mode at

1680 cm−1 as a function of temperature. Similar behavior as for 1 can be observed for 2

in the solid state spectra in the temperature region around the sublimation temperature
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Fig. 4.22: Temperature dependence of the solid state spectrum of 1. Inset: peak height
at 1690 cm−1 as a function of temperature.

deduced from the MI experiment (393±5 K for 2; inset of figure 4.23). Drastic changes

occur just below 393 K indicating the correlation between sublimation and hydrogen bond

melting temperature mentioned above.

Fig. 4.23: Temperature dependence of the infrared spectrum in the C=O stretching region
for solid 2. Inset: peak height of 1680 cm−1 as a function of temperature.

Figure 4.24 presents the temperature dependence of the solid state spectrum for 2 be-

tween 383 K and 413 K. In the C=O region two new bands appear at 1664 and at 1713

cm−1. Such a behavior is not characteristic for either 1 or the energetically most stable

dimer (according to table 4.2). This is an indication that before the entire disruption of
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hydrogen bonds a coexistence between different dimer conformers can occur in the solid

state.

Fig. 4.24: Temperature dependence of the infrared spectrum of the C=O for solid 2 in
the range 383 K - 413 K.

In figure 4.25 experimental results are compared to theoretical infrared spectra for 1.

Panel A represents the experimental results at 298, 383 and 453 K, while panel B shows

AIMD results for the (4-4) dimer at the same temperatures. In the experimental results,

important changes occur with increasing temperature in the peak height of the observed

hydrogen bonded bands, but also in their frequency. After fitting the room temperature

spectrum curve (with Lorentzian functions), a multi-component structure of both free and

hydrogen bonded C=O stretching bands was revealed (figure 4.26). The hydrogen bonded

C=O band consists of two components, at 1669 and 1689 cm−1. Apparently the free C=O

band contains three components at 1715, 1723 and 1732 cm−1, respectively. Comparing the

free C=O peaks to the matrix isolation results of the monomers it can be seen that the

components at 1715 and 1732 cm−1 correspond to the free C4=O and C2=O vibrations

(1719 and 1731 cm−1 for the matrix isolation results).

At an elevated temperature of 383 K the spectrum shows an important change in the

multi-component structure (figure 4.27). Just four components are found at this tempera-

ture (1670, 1691, 1717 and 1731 cm−1), the 1723 cm−1 component is completely missing.

Such a change with temperature is an indication that the 1723 cm−1 band represents a hy-

drogen bonded component of a different dimer conformer according to figure 4.17 and table
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4.3. This behavior is an indication that at given temperatures different dimer conformers

coexist in the solid phase. Moreover, this conclusion is corroborated by the following re-

sults from AIMD calculations. To compare the different calculated AIMD infrared spectra

(figure 4.25 B), the peak height was normalized to the free C=O band at 1733 cm−1 at

room temperature. Similar behavior to the experimental results is observed, above 383 K

the free and hydrogen bonded C=O bands merge into one broader band.

Fig. 4.25: Temperature dependence: A: Measured infrared spectra of solid 1 at 298 K,
383 K and at 453 K. B: AIMD-computed spectra of the (4-4) dimer (theoretical
calculations done by Felix Hanke and Jonas Bjork).

As in the experimental results, a multi-component structure of the C=O band is present

in the simulated spectra, given in figure 4.28. The analysis of the simulated spectra shows

that the number of peaks stems from different symmetric and antisymmetric vibrations

arising from the coupling between the two hydrogen bonds present in each dimer. For

the symmetric (2-2) and (4-4) dimers, one observes two components for the C=O stretch,

corresponding to the antisymmetric vibrations of both the free and hydrogen bonded sets

of C=O groups. The symmetric vibrations do not yield a significant change in the dipole

moment and therefore are not visible in the infrared spectra. The same argument shows

that the asymmetric (2-4) dimer should have four separate components, which all happen to

fall into the same broad peak seen in figure 4.28. Interestingly, the strongest red shift of the

asymmetric hydrogen bonded C=O stretch in dimer (4-4) also demonstrates that this dimer

is the most favorable conformer at room temperature. However, the number of peaks for
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Fig. 4.26: Multi-component structure of both free and hydrogen bonded C=O of molecule
1 at room temperature. The reason is the coexistence of different dimer struc-
tures.

Fig. 4.27: Multi-component structure of both free and hydrogen bonded C=O of 1 at 383
K. The 1723 cm−1 band is missing which is an indication of coexistence of the
(4-4) and (2-4) dimers.

each dimer (either two or four) does not correspond to the experimental observation. The

explanation for the apparent disagreement between the number of peaks found in theoretical

vibrational spectra for separate dimers on one hand, and the experimental observation on

the other, is based on the coexistence of different dimer conformers at room temperature.

57



4. Infrared spectroscopy of hydrogen bonded supramolecular systems

With increasing temperature the relative occupancy of different dimer structures is also

changing and is much more pronounced in the experimental results.

Fig. 4.28: Comparison between simulated infrared spectra of the (4-4), (2-2) and (2-4)
dimer of 1 at 298 K. The molecular model on the right represents the most
stable (4-4) dimer of 1. The molecular model of the (2-2) and (2-4) dimer is
presented in 4.17 (work done by Felix Hanke and Jonas Bjork).

Figure 4.29 shows the calculated spectra of the three iodized dimers of 2 at room tem-

perature. The calculated spectrum of the most stable (4-4) structure (black curve) contains

four separate components for the C=O stretches, corresponding to two symmetric and two

antisymmetric stretches of the four separate C=O bonds. The experimental spectrum in

figure 4.23 on the other hand shows very broad features that cannot be described in terms

of the well-separated spectrum of any of the calculated dimers. Therefore, the compari-

son of experimental spectra of 2 (figure 4.23 and 4.24) with the corresponding calculated

spectra of the (4-4) and (2-4) structure (figure 4.29) suggests that several different dimer

structures are seen in the experiment. A thermal equilibrium of different bonding motifs

should also be expected from the small difference in binding energies.

It is interesting to compare these results with more quantitative AIMD simulations on

the O· · ·H distances at different temperatures for the different dimer configurations of 1.

The results are shown in figure 4.30. Panel A presents the temperature dependence of the

(4-4) dimer. At 5 K, the bond lengths are essentially fixed to their minimum energy value

of the O· · ·H distance (1.74 Å). At room temperature the fluctuations of the hydrogen

58



4. Infrared spectroscopy of hydrogen bonded supramolecular systems

Fig. 4.29: Comparison of the C=O stretching region in the simulated infrared spectra of
the (4-4), (2-2) and (2-4) dimer of 2 at 298 K. The molecular model on the
right represents the most stable (4-4) dimer of 2 (work done by Felix Hanke
and Jonas Bjork).

bond lengths are significantly larger and the highest probability occurs at 1.8 Å. At 383

K the dimer structure remains stable with a similar bond length distribution as at room

temperature, while at 453 K hydrogen bond disruption occurs. This is evidenced by a

broad and uniform bond length distribution which extends to ”bond lengths” well beyond

3 Å. Following the temperature development of the bond lengths for the (2-4) and (2-2)

dimers (panels B and C), the double peak structure shows that partial disruption can occur

already at room temperature for the (2-4) dimer, while the disruption is nearly complete

for the (2-2) dimer. The computed difference in thermal stability between different dimer

conformers is consistent with the binding energy hierarchy, presented in table 4.3. Dimer

(4-4) has the largest binding energy and is also the dimer that stays intact at highest

temperatures. For example, at 383 K dimer (4-4) is intact, although the hydrogen bonds

for dimer (2-2) and (2-4) are completely disrupted.

These results support the hypothesis on the coexistence of different dimer conformers at

room temperature obtained from the behavior of the experimental spectra. The 1723 cm−1

band was assigned to a hydrogen bonded component of a different dimer conformer (figure

4.26) and represents the (2-4) dimer which is still stable at room temperature (figure 4.30,

panel B). The absence of the 1723 cm−1 band at 383 K (figure 4.27) is also in agreement

with the theoretical results that the (2-4) dimer is no longer stable at 383 K.
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Fig. 4.30: Histogram of the evolution of the O· · ·H distance at different temperatures as
obtained from the AIMD calculations. A: (4-4) dimer, B: (2-4) dimer, C: (2-2)
dimer. Some data were scaled as indicated in the figure.

By following the evolution of vibrational peaks affected by hydrogen bonds with increas-

ing temperature, the weakening and subsequent disruption of hydrogen bonds was identified

at temperatures around 330-390 K. The following processes are responsible for hydrogen

bond disruption: starting with more or less rigid dimers at room temperature, the melting

is gradually induced by large thermal fluctuations in the dimers that lead a thermal equi-

librium between different dimer configurations at intermediate temperatures. Above the

sublimation temperatures for the two molecules the hydrogen bonds are finally disrupted,

illustrating that the sublimation temperature provides a good estimate for hydrogen bond

stability in such systems.

4.3.3 Bis-uracil linear molecular unit

In this part of this work I present a study on a uracil-based molecular solid, formed of

1,4-bis[(1-hexylurac-6-yl)ethynyl]benzene (molecule 3 in figure 4.6), investigating the na-

ture of the interaction between molecular units in the crystalline environment by infrared

spectroscopy. Theoretical results presented in this chapter were performed by Péter Nagy

from Eötvös Loránd University, Budapest. This study is a continuation of the work on

the simple monouracil derivative (1-hexyl-6-ethynyluracil (molecule 1)) presented in the

previous chapter [2]. Two units of 1 (figure 4.31 (a)), connected by a benzene ring, form 3

(figure 4.31 (b)). Molecule 1 is a monotopic molecule with hydrogen bond-forming sites at
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one end, a prospective ingredient of dimer structures, while 3 is a ditopic molecule enabling

the formation of a linear backbone as hydrogen bond-forming functional groups are present

at its opposite ends. This ditopic uracil derivative unit is a very good candidate for a lin-

ear linker in self-assembled supramolecular networks. 3 has already proved its potential in

forming 2D bicomponent hexagonal porous structures at the solid-liquid interface [64] as

well as in molecular recognition through triple hydrogen bonds [25].

Fig. 4.31: 1 (a) and 3 (b) have identical hydrogen bond forming functional groups (the
carbonyl and amine groups). The two carbonyl groups numbered 2 and 4, re-
spectively, may participate in different hydrogen bonding motifs (work done by
Péter Nagy).

Figure 4.32 presents the infrared spectra of 1 and 3 recorded in the solid state at room

temperature and matrix isolation infrared spectra of isolated monomers recorded in an

argon matrix at 8 K. Evaluating the possible dimer conformers of 1 (described in the

previous chapter) the N-H (3) and one of the C=O groups (2 or 4) is always involved

in hydrogen bond formation, while the other C=O group is free. In analogy, for 3 the

hydrogen bonded C=O and N-H stretch modes are assigned to the bands at 1675 cm−1

and 3155 cm−1 and the free C=O to that at 1723 cm−1. While the free carbonyl mode is

at the same frequency for 1 and 3, there is a considerable difference for the hydrogen-bond

affected infrared bands. These bands shift to lower wavenumbers for 3 suggesting a stronger

interaction of the molecular modules through hydrogen bonds. In the MI spectra (figure

4.32 (b)) the mode assignment of the isolated monomers of 1 was done by comparing with

the theoretical spectrum calculated for monomers at 5 K [2]. The bands at 1719 cm−1 and

at 1731 cm−1 belong to the free C4=O and C2=O (according to figure 4.31) vibrations of

the monomer, respectively. For 2 the free vibration of C4=O and C2=O is assigned to the

band at 1713 cm−1 and at 1731 cm−1. The 6 cm−1 difference between the C4=O vibrational
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frequencies of the two molecules could be attributed to their structural differences. The

band situated at 3428 cm−1 is assigned to the free N-H vibration and is at the same

frequency for both units. Finally, the band at 3311 cm−1, present only in 1, corresponds to

the ethynyl stretch mode ν(≡C-H).

Fig. 4.32: (a) Experimental room temperature spectra of 1 and 3 and (b) MI spectra
of the isolated molecular units. Subscripts 2 and 4 refer to the corresponding
carbonyl groups according to figure 4.31.

In Table 4.5 the calculated dimerization energies for 1 and 3 for three different configu-

rations are presented (according to figure 4.33). Looking at 1 first, the order of stability and

the dimerization energies match previous theoretical results and experimental observations

for 1 (dimerization energies were calculated with different method in the previous chapter).

Comparing 1 and 3 we observe the same tendency, the most stable dimer configuration

being the (4-4) conformer followed by the (2-4) and (2-2) conformers. The dimerization

energy of 3 indicates a slightly stronger coupling through hydrogen bonds than for 1, in

agreement with the infrared results presented in figure 4.32.

Figure 4.34 presents the temperature dependence of the infrared spectrum of 3 from

room temperature up to 573 K. There is an intermediate state between the stable hy-
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Fig. 4.33: The investigated dimer and trimer configurations of 3 in the theoretical study.
For the dimer notation we indicate the labels of the carbon atoms (2 or 4) of
the carbonyl groups taking part in the hydrogen bond (according to figure 4.18)
(work done by Péter Nagy).

Tab. 4.5: Formation energies of the different isolated dimers for 1 and 3 (work done by
Péter Nagy).

Dimer 1 (kcal mol−1) 3 (kcal mol−1)
(4-4) -13.3 -14.8
(2-2) -12.4 -13.4
(2-4) -12.6 -13.9

drogen bonded phase at room temperature and the case of melted hydrogen bonds above

543 K. Between 473 K and 543 K the intense C=O hydrogen bonded band (at 1675 cm−1)

disappears and a new band appears at 1695 cm−1. This temperature induced transition can

also be characterized by studying the behavior of the amine group. N-H groups are always

involved in hydrogen bonding between 3 molecules. One-step melting of hydrogen bonds

would result in the appearance of free N-H vibration bands; here, however, the hydrogen

bonded N-H band (at 3150 cm−1) persists up to 543 K. All this indicates an intermediate

phase, i.e. a phase transition at 473 K into a different, but still hydrogen bonded, struc-

ture. The hydrogen bonded N-H vibration, similarly to the hydrogen bonded C=O stretch,

shifts towards higher wavenumbers at 473 K. Above 543 K the hydrogen bonded N-H band

decreases in intensity and a new band appears at 3411 cm−1, in the region characteristic

of the free N-H vibrations.

In the following, a possible three dimensional arrangement of 3 is presented in agreement

with all available experimental and theoretical data. Structural organization on a surface
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Fig. 4.34: Experimental temperature dependent infrared spectra of 3. Above 473 K the
band at 1675 cm−1 disappears and a new band appears at 1695 cm−1 which
starts to decrease in intensity above 543 K. In the high frequency region the
amine vibrations (3150 cm−1) persist up to 543 K, above this temperature the
free amine vibration band appears at 3411 cm−1 indicating the total melting of
the hydrogen bonds.

was previously observed for 3 in an STM study [25]. This STM investigation, performed

under ultrahigh vacuum on Ag(111) surfaces, provides important insight into the system

of noncovalent interactions that governs the self-assembly of 3 (figure 4.35). The observed

double-row supramolecular structure is illustrated also in figure 4.36(a) for four units.

Although the (4-4) dimer is found to be slightly more preferred energetically (cf. table

4.5), the STM image verifies that a close-packed crystal structure can only be built with

(2-4) type hydrogen bonds. Furthermore, the all-cis configuration of the hexyl chains was

found to be more abundant in Ref. [25] even at submonolayer coverage in two dimensions.

Therefore we continue with the theoretical study of the supramolecular structure shown in

figure 4.36(a).

First of all, parallel linear assemblies are created by double hydrogen bonds between

3 units (cf. figure 4.33(d)). Theoretical investigation reveals that double hydrogen bonds

can be formed on both ends of 3 molecules practically independently. Therefore this linear

structure can grow to any length, since the stabilization energy, corresponding to the energy

required for the extension of the chain by a single unit, is independent of chain size. This

tendency is illustrated for the cases of trimers and tetramers in table 4.6.
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Fig. 4.35: (a) STM image of molecule 3 on Ag(111) (scan range 16 x 16 nm2). (b) and (d)
STM images of the two zoomed regions in (a). (b) scan range 4 x 4 nm2 and
(d) scan range 4.5 x 4.5 nm2. (c) and (e) proposed hydrogen bonding models
of the assemblies [25].

Fig. 4.36: Double-row wire structure organized by double hydrogen bonds and van der
Waals interactions between linear molecular assemblies (a). Organization per-
pendicular to the molecular plane due to π–π stacking (b) (work done by Péter
Nagy).

Tab. 4.6: Formation energies for dimer, trimer and tetramer of the (2-4) conformer of 3
(work done by Péter Nagy).

Dimer (kcal mol−1) Trimer (kcal mol−1) Tetramer (kcal mol−1)
-12.97 -25.92 -38.85

(∼ 2 x -12.97) (∼ 3 x -12.97)

The second organizing principle is the interdigitation of the laterally placed hexyl chains

stabilized by van der Waals attractions. To approximate the magnitude of the van der Waals

stabilization energy compared to hydrogen bonding, theoretical calculations were carried
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out on the substructures of the tetramer in figure 4.36 (a). Dimerization energies for the van

der Waals and hydrogen bonded dimers were found to be -8.3 kcal/mol and -14.6 kcal/mol,

respectively.

Organization in the third direction, perpendicular to the aromatic planes, is governed

by π-π stacking of the aromatic rings (figure 4.36 (b)). This is supported by previous

investigations of π-π interactions in uracil based crystals [87] and in stacked uracil dimers

[88, 89]. In case of 3, π-π stacking is particularly strong due to the three parallel aromatic

rings. Dimerization energy for the dimer in figure 4.36 (b) is -33.6 kcal/mol, which consists

of mainly π-π stacking and partly hexyl-hexyl van der Waals interaction.

Since the van der Waals interaction turns out to be the lowest in energy, it is probable

that it provides the ”weakest link” to induce the transition at 473 K. Due to the large

difference in the stabilization energies, the stronger double hydrogen bonds are expected

to be relatively intact at that temperature. This argument is supported by previous room

temperature AIMD infrared computations on the (2-4)-type double hydrogen bonded 1

dimer [2]. This structural change can also explain the transition of the hydrogen bonded

C=O band from 1675 cm−1 to 1695 cm−1. At lower temperature the additional van der

Waals attraction, being parallel to the double hydrogen bonds, shortens the hydrogen

bond lengths. This is illustrated in table 4.7 by comparing the computationally obtained

geometrical parameters of the (2-4) dimer, the (2-4) linear tetramer and the double-row

tetramer of figure 4.36 (a). Structures without the extra van der Waals stabilization have

hydrogen bond lengths around 1.825 Å and 1.815 Å, while a significant decrease of cca.

0.06 Å can be found for the double-row structure. A shorter hydrogen bond length implies

a lower force constant and thus lower frequency for the hydrogen bonded C=O vibration,

in accord with the experiment.

Tab. 4.7: Computed hydrogen bond length values for different complexes of 3 (work done
by Péter Nagy).

Hydrogen bond length (Å) C4=(O· · ·H)-N C2=(O· · ·H)-N
dimer (2-4) 1.825 1.815

tetramer (2-4), linear chain 1.822-1.825 1.816-1.818
tetramer (2-4), double-row 1.76, 1.78 1.73, 1.77

In light of all data, the room temperature spectrum is assigned to a crystal structure

of ordered double-row linear assemblies. These assemblies are formed via double hydrogen
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bonds from monomers, and are organized into a double-row structure due to van der Waals

interactions between laterally placed hexyl groups. Different layers of this practically planar

arrangement are kept together by π-π stacking.

At an intermediate temperature of 473 K the hydrogen bonded C=O band is shifted

to a higher wavenumber, but the hydrogen bonds are not disrupted yet, according to the

frequency of the amine band. The increase in the C=O frequency can be attributed to

the disintegration of the weakest cohesive force, the van der Waals interactions between

the hexyl chains. The full melting of the hydrogen bonds was observed at 543 K, where

the intensity of the hydrogen bonded amine band decreases and a new band appears in

the wavenumber region characteristic of free N-H vibrations. In conclusion the supramolec-

ular order in the three perpendicular directions of the solid crystal is governed by three

different noncovalent interactions: double hydrogen bonds, van der Waals attraction and

π-π stacking. This structure is consistent with temperature dependent infrared and 2D

STM measurements and theoretical results as well. This arrangement is particularly in-

teresting, since the strength of these interactions vary in a wide range, which may permit

direction-specific manipulations of this structure.

4.4 Heteromolecular ordering in the solid state

In this chapter, I describe the heteromolecular association between the (ADA) molecule

4 and the (DAD) molecule 7 (figure 4.37) [1]. These molecules were studied in the solid

Fig. 4.37: Hetero-molecular self association between the (ADA) molecule 4 and the (DAD)
molecule 7.

state by infrared spectroscopy, and at the solid-liquid interface by means of STM (STM

results presented in this section were measured by L. Piot, C.-A. Palma, and P. Samor̀ı

67



4. Infrared spectroscopy of hydrogen bonded supramolecular systems

from Louis Pasteur University, Strasbourg). Molecules 4 and 7, bearing complementary hy-

drogen bonding sites, have been designed to undergo physisorption on HOPG into highly

ordered monolayers at the solid-liquid interface. Physisorption on graphite has been pro-

moted by the presence of alkyl chain side groups in the molecular structures [27]. Figure

Fig. 4.38: STM images recorded at the graphite-solution interface. (a) Height image of
mono-component monolayers of molecule 4 and (b) its proposed packing model.
(c) Current image of monolayer of 7, and (d) its proposed packing motif showing
that one alkoxy chain per molecule is not adsorbed on the surface [1] (work done
by L. Piot, C.-A. Palma, and P. Samor̀ı).

4.38 presents the mono-component monolayers of 4 (a) and 7 (c) as well as the proposed

self-assembling models of them (b) and (d). The corresponding packing motif shown in

the cartoon reveals the occurrence of homo-association, that is, the formation of two (i.e.,

double) N-H· · ·O bonds among adjacent molecules thus forming (4)2 dimers. Similarly,

molecule 7 was deposited from a 1-phenyloctane solution on the HOPG surface, resulting

in the formation of a monolayer with a lamellar structure displayed in figure 4.38 (c).

Figure 4.39 presents the monolayer formed by co-adsorption of 4 and 7. Both molecules

have chemical structures which can be expected to give rather different STM contrasts

when physisorbed on HOPG. The STM image reveals bright rods, the length of which is

in good accordance with the cumulative contour lengths of molecule 4 and the conjugated
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fragment of molecule 7, whereas the darker areas correspond to the adsorbed alkoxy chains

of molecule 7. In figure 4.39 a molecular pattern of the molecules 7 (in blue) and 4 (in

yellow) is proposed. In combination with the underlying STM image, it provides strong

evidences for the existence of [1·2] dimers on the surface held together by triple hydrogen

bonds.

Fig. 4.39: (a) STM current image of the monolayers formed by mixing molecule 4 and
7 on the HOPG-solution interface. Each dimer is composed by one molecule
7 (blue) and one molecule 4 (yellow). (b) Proposed model of the assembly [1]
(work done by L. Piot, C.-A. Palma, and P. Samor̀ı).

The unambiguous assignment of the heteromolecular hydrogen-bond-related features

is not straightforward, due to the complexity of the systems under study, in particular

given that molecule 4 forms a dimer through homo-molecular association in the solid state

and in solution. Such homomolecular dimers exhibit similar vibrations to those of the

heteromolecular complexes. However, the vibrational modes can be determined exactly: i)

upon comparison of the differences in the spectra of the starting materials and those of

the hydrogen bonded adducts and ii) from variable temperature spectra, because at high

temperatures (393 - 413 K) the hydrogen bonds become weaker or entirely disrupted [66].

Although the 2,6-di(acetylamino)pyridine-uracil pair has been extensively used for the

formation of supramolecular polymers, [58, 59, 90] only a limited number of reports deal

with spectroscopic investigations in the infrared region for such heteromolecular dimers

[68]. The supramolecular dimer [4-7] was prepared by mixing an equimolar solution of

molecules 4 and 7 followed by solvent evaporation. The spectra were recorded by mixing

the as obtained powder with KBr. Figure 4.40 reveals that the [4-7] dimer spectrum is not

the spectral sum of its constituents 4+7, but essential differences appear in the typical

hydrogen bond perturbed regions. Figure 4.40 (b) displays the N-H and C-H stretch region
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Fig. 4.40: a) Mid-frequency-range infrared spectra of dimer [4-7] (black) and of the sum
4+7 (red) of the separated molecular constituents. b) infrared spectra in the
N-H and C-H stretching region of dimer [4-7] (black) and the sum 4+7 (red)
of its separated molecular constituents. All spectra were recorded on powders
ground in KBr pellets at room temperature.

in detail. The peaks at 2800-2900 cm−1, corresponding to C-H stretching vibrations, [91]

remain unaffected upon the formation of the hydrogen bonding interactions. In contrast,

the peaks between 3000 and 3500 cm−1 are strongly perturbed. The spectral sum of 4

and 7 features homo-molecular hydrogen bonds typical of (7)2, as evidenced from the

peaks at 3165 cm−1. The peak at 3465 cm−1 can be assigned to the stretching frequency

Fig. 4.41: Mid-frequency spectrum and its dependence on the temperature for dimer [4-7]
in KBr pellets. Inset: peak intensity of the 1690 cm−1 mode as a function of
the temperature.

of the hydrogen bond free N-H groups existing in 2,6-di(acetylamino)pyridine moiety (7).
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This frequency is comparable to that found in the vapor phase spectra of 2-aminopyridine

[92] and matrix isolation spectra of thymine [93]. In dimer [4-7], this feature disappears

completely. New features appear at typical N-H stretch modes, [94] i.e., those at 3165, 3224,

and 3283 cm−1. These modes are redshifted when compared to the hydrogen bond free N-H

frequency of the 2,6-(diacetylamino)pyridine moiety at 3465 cm−1, providing evidences for

the formation of hydrogen bonds [95]. Thus the heteromolecular dimer [4-7] appears as

having all three nitrogen atoms bridged through hydrogen bonds (figure 4.37). The region

between 1200 and 1700 cm−1, typical of skeletal vibrations, C=O stretching and N-H in-

plane bending modes can be analyzed along the same lines (figure 4.40). We have indicated

in the figure the unique modes of the constituents and of the complex. The temperature-

dependent spectra of dimer [4-7] detailed in figure 4.41 prove that the peaks at 1210,

1329, 1464, 1501, 1581, and 1690 cm−1 are considerably affected by the hydrogen bonds.

Among these, three peaks (positioned at 1214, 1464, and 1501 cm−1) coincide with the

features assigned by Rozenberg et al. to the uracilic vibrations with major contributions

from N-H in-plane bending modes [96], and one (located at 1690 cm−1) with the uracilic

C=O stretching as reported by Barnes et al. [91]. This further confirms the formation

of three parallel hydrogen bonds between molecules 4 and 7. As discussed by Iogansen,

[95] the intensities of the vibrational bands are correlated to the strength of the hydrogen

bonds. The inset of figure 4.41 shows the intensity of the 1690 cm−1 peak as a function of

temperature; as expected, profound changes in the typical temperature range (between 393

and 413 K) of hydrogen bond weakening occur [66]. Figure 4.42 summarizes the hydrogen

bond related structures in the infrared spectrum upon comparison of [4-7] dimer at room

temperature and 453 K and the spectral sum of its constituents. Additionally, the far-

infrared spectral region, where the direct vibrations of the hydrogen bonds appear, is also

displayed. Far-infrared spectra have been taken on neat powders between polyethylene

disks. The vibrational mode at 119 cm−1 originates from the 2,6-(diacetylamino)pyridine

moieties of molecule 7 thus corresponding to the N-H· · ·N bond [33]. A new feature also

appears in the spectra of complex [4-7] at 217 cm−1, which, based on analogy with other

systems, [34] is assigned to the N-H· · ·O bond.
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Fig. 4.42: Comparison of the infrared spectrum of complex [4-7] at 300 K (black) and
at 453 K (red) with that of the sum 4+7 (green) of its constituents alone at
room temperature. In the far-infrared (left panel), the vibrations of the hetero-
molecular hydrogen bonds appear at 120 and 217 cm−1. In the C=O stretching
region (middle panel), both homo-molecular (4)2 and hetero-molecular [4-7]
intermolecular interactions influence the spectra between 1200-1300 and 1500-
1750 cm−1 regions. Similarly, the signatures of N-H· · ·N bonding interaction
appear between 3200 and 3400 cm−1.

4.5 Summary

The dynamics of hydrogen bonds in supramolecular systems have been studied using spec-

troscopic characterization. Different prototypical molecules were investigated using different

methods of infrared spectroscopy. Matrix isolation infrared spectroscopy provided spectra

of isolated monomers. The combination of matrix isolation and temperature dependent in-

frared spectroscopy opens new possibilities in the study of supramolecular hydrogen bonded

systems. Experimental and theoretical (performed by collaborators) investigations reveal

the mechanism behind hydrogen bond breaking. Hydrogen bonding patterns are completely

locked in at cryogenic temperatures. Around room temperature, the amplitude of the hy-

drogen bond affected vibrations increases significantly, and a dynamic conformer exchange

is possible which leads to broadening of the hydrogen bonded peaks. Further temperature

increase above the sublimation temperature of each molecule (determined during the ma-
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trix isolation experiment) leads to melting of the system. Based on the experimental and

theoretical results reliable predictions can greatly reduce the cost and effort of determining

hydrogen bond dynamics in systems important for biology or nanoscience.

Thesis points related to the chapter:

[1] I prepared an infrared spectral library for the molecular constituents for hydrogen

bonded systems. Starting from the basic molecular units and finishing with the fi-

nal supramolecular assemblies I measured and interpreted the infrared spectra of

the supramolecular ordering of different imide-uracil and acetylaminopiridyne based

molecular constituents by infrared transmission spectroscopy. [1, 2, 3]

[2] I studied the direct evidence of the presence of hydrogen bonds for a pair of mono-

topic uracil-derivative molecules measuring the spectra of the isolated molecules and

that of the aggregated state. For this I applied different methods of infrared spec-

troscopy: matrix isolation and conventional transmission spectroscopy. I could identify

the weakening and subsequent disruption of hydrogen bonds by following the temper-

ature dependence of the affected vibrational bands. The assignment of the processes

responsible for the melting of hydrogen bonds was done: a gradual increase of the

temperature to intermediate values induces large thermal fluctuations in the dimers

that leads to a thermal equilibrium between different dimer configurations. I found

that further increase of the temperature above the sublimation point of the molecules

the hydrogen bonds are disrupted, indicating that the sublimation temperature pro-

vides a good estimate for hydrogen bond stability in such systems. These results are

consistent with theoretical results. [2]

[3] I studied the supramolecular ordering in the solid state of bis-uracil based linear

molecules by different infrared spectroscopic methods. A temperature-induced transi-

tion from a highly ordered tetrameric into a linear assembly was observed by tempera-

ture dependent infrared measurements. The interaction between molecules in the three

perpendicular directions of the solid crystal is governed by three different noncovalent

interactions: double hydrogen bonds, van der Waals attraction and π-π stacking. [3]
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quantum dots

5.1 Introduction

SiC is a stable, chemically inert wide band gap semiconductor with excellent hardness, heat

resistance and chemical resistivity [97]. Among applications in electronic devices and cir-

cuits [98–102] SiC is also known as a biocompatible material [103–105] with very promising

results in living cell implantation for bioimaging techniques [7, 106–109]. The emergence

of nanotechnology in the field of cell biology gave rise to the implementation of quantum

dots in cell labeling [110]. Considering the requirements for the ideal in vivo luminescent

biomarkers (to be nontoxic, bioinert, photostable, not blinking, ultra small size) and com-

paring to the widely used II-VI semiconductor quantum dots (e.g. CdSe), SiC quantum dots

are among the best candidates for biological applications [5, 110]. Indeed, ultra small SiC

quantum dots have been successfully applied as biological labels in cells without any protec-

tive shells [106, 107]. Depending on the starting bulk powder, the surface of SiC quantum

dots is often rich in various functional groups which can result in diverse behavior in bio-

logical environments ranging from bioinertness to changes in cell function and cytotoxicity

[7, 111]. While the successful application of the SiC quantum dots in bioimaging techniques

is related to their bioinert and photostable properties [5, 106], further applications of the

SiC quantum dots in medicine and drug delivery rely on the ability of engineering the

desired surface properties by attaching different functional molecular groups. To obtain

tailor-made functionalized surfaces it is necessary to understand the complex structure of

the quantum dots surface.

There are several experimental and theoretical studies in the literature about the surface

chemistry of SiC quantum dots where the presence of Si-O-Si, C-O-C, C=O, and -OH
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groups was observed [4, 5, 112–118]. Photoluminescent properties of the SiC quantum dots,

as those of other quantum dots, are greatly influenced by their surface chemical structure

as some surface radicals can form new energy levels in the band gap and can act as new

radiative centers [117, 118]. Even though some studies explain the optical properties of SiC

quantum dots by the existence and dissociation of hydroxyl groups, clear evidence of Si-OH

or C-OH terminations is still absent because of the complex vibrational region above 3000

cm−1, where vibrations of adsorbed water overlap with the surface related -OH vibrational

bands. Experiments concerning the solvent polarity dependence of the photoluminescence

(PL) of SiC quantum dots yielded conflicting results in the literature. While Zakharko

et al. [119] measured a red shift with decreasing solvent polarity in the emission spectra,

Chu et al. [120] found the opposite trend, a red shift with increasing solvent polarity. The

importance of understanding and controlling the surface structure is also significant from

the point of view of pH sensitivity [111]. One possible explanation for the different physical

and chemical properties of similar SiC quantum dots solutions is related to the diversity in

surface terminations which can be related to the variations of the carboxyl concentration

or the amount of Si on the surface.

This chapter is organized as follows. In section 5.2 I present a literature overview of

basic luminescent and vibrational properties of SiC starting from luminescence of bulk

and microstructured SiC (section 5.2.1). In section 5.2.2 I present experimental evidence

of quantum confinement effect on the PL properties of SiC quantum dots. Section 5.2.3

describes vibrational modes of crystalline SiC studied with infrared spectroscopy. In section

5.3 and 5.4 I present my results on the study of complex surface structure of SiC quantum

dots revealed by infrared spectroscopy and the chemical transformation of carboxylic groups

on the surface of SiC quantum dots as determined from the temperature dependence of

their infrared spectra.
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5.2 Optical and vibrational properties of silicon

carbide

5.2.1 Luminescence of bulk and microstructured silicon carbide

SiC is an indirect band gap semiconductor with band gap values of 2.4, 2.9, and 3.2 eV for

the cubic 3C, hexagonal 6H, and hexagonal 4H polytype, respectively. In an indirect band

gap semiconductor the maximum of the valence band and the minimum of the conduction

band are at different k values in the Brillouin zone [121]. Figure 5.1 shows the interband

emission processes that occur in an indirect band gap semiconductor. The interband transi-

tion must involve the absorption or emission of a phonon to fulfil the criteria for momentum

conservation [121]. The radiative transition probability is relatively small because of the

Fig. 5.1: Schematic representation of the interband luminescence in an indirect band gap
material [121].

involvement of phonon emission as well as of the competition with non-radiative recom-

bination. For these reasons the luminescence efficiency of indirect gap semiconductors is

small and light emitting properties are poor [121–123]. On the other hand experiments

on silicon have shown a significant increase in the emission intensity when the crystallite

size decreased to several tens of nanometers [123, 124]. Such experiments were done by
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electrochemical dissolution steps to define a mesoporous Si layer of high porosity. X-ray

absorption fine structure (XAFS) experiments have proved that quantum size effects are

at the origin of the increased luminescence [125].

Hwang et al. [126] observed anomalous photoluminescence at room temperature on 3C-

SiC epitaxial layer grown on Si(111) after removal of the Si substrate by etching. Figure

5.2 presents the photoluminescence spectra of the SiC/Si sample in comparison with the

free SiC film. As expected in the case of an indirect band gap semiconductor, SiC/Si does

not show any luminescence. In contrast, the back surface of the free SiC film exhibits

very strong emission centered at around 2.4 eV (516 nm) and also a weak peak at 3 eV

(413 nm). Scanning electron microscopy (SEM) and infrared investigations of the free SiC

film suggested that the origin of the blue/green luminescence may be attributed to OH

containing light emitting centers (as a consequence of the chemical compounds produced

during the etching reaction of the back surface) or some localized states such as a CH bond

near the interface [126].

Fig. 5.2: PL spectra of (a) SiC/Si and (b) free SiC film excited with a 325 nm line from
a He-Cd laser recorded at room temperature [126].
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5.2.2 Evidence for quantum confinement photoluminescence of

silicon carbide quantum dots

Blue-green PL on porous 6H-SiC was first reported in Ref. [127]. Porous SiC was fabricated

with the same electrochemical anodization process as porous Si. Figure 5.3 shows the PL

spectra of two porous SiC samples together with the spectrum of the bulk SiC substrate.

The luminescence intensity for the sample (a) was found to be approx. 500 times stronger

than that of the donor-acceptor recombination in the crystalline 6H-SiC and the PL band

has moved to higher energy with increasing anodization current density. However the PL

band position (460 nm for the 60 mA/cm2 sample) is below the band gap of the 6H-SiC

crystal (430 nm) and is different from what is expected from the quantum confinement

effect. Time-resolved luminescent measurements as a function of porosity indicated that

the carrier generation occurs in the core-crystal part and the excited carriers are rapidly

transferred (within 10 ps) to surface states. The surface regions are responsible for the

strong emission.

Fig. 5.3: PL spectra of porous SiC with an anodization current density of (a) 60 mA/cm2,
(b) 40 mA/cm2 and (c) crystalline SiC substrate [127]. Spectra were measured
with excitation wavelength of 325 nm of a He-Cd laser at room temperature.

For very small crystals the optical properties will show size dependence [121]. The first

experimental evidence of quantum confinement effect on SiC was reported by Chu et al.
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[128]. Suspensions of 3C-SiC nanocrystallites in the size range 1-6 nm were prepared by

electrochemical etching of 3C-SiC target followed by ultrasonic treatment in water solution.

The colloidal suspension of SiC quantum dots shows clear evidence for quantum confine-

ment effect exhibiting strong photoluminescence ranging from 440 to 560 nm [128]. Figure

5.4 presents a TEM image of nearly spherical SiC particles. The average size was found to

be 3.9 nm.

Fig. 5.4: (a) TEM image of SiC quantum dots with near spherical geometry. (b) HRTEM
image of one quantum dot. Lattice spacing corresponds to the (111) plane of 3C-
SiC. (c) Size distribution of SiC quantum dots obtained using Gaussian fitting.
The average size is 3.9 nm [128].

While the size distribution is almost continuous [according to figure 5.4 (c)] at lower

excitation energies only larger quantum dots will show luminescence. Due to such quantum

confinement effects the PL band of the colloidal solution should red shift with increasing

excitation wavelength [4, 128]. Figure 5.5 presents this red shift of the photoluminescence

as a function of excitation wavelength. Theoretical calculations using effective mass theory

[129] on the exciton ground states in 3C-SiC show that the band diagram of quantum dots

is quite different from the bulk. The band gap increases as the particle size is decreasing.

The band gap of the bulk 3C-SiC is 2.4 eV and due to quantum confinement effect it

increases to approx. 2.5, 2.6, 2.75, and 3 eV for SiC quantum dots with diameters of 4,
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3, 2, and 1.5 nm, respectively [128, 129]. The spectral red shift of the photoluminescence

represents the evidence for quantum confinement: at lower excitation energies the small

quantum dots with high band gaps will not be excited. To measure the photoluminescence

from the entire particle distribution it is necessary to use excitation energies in the UV

range.

Fig. 5.5: PL spectra of the 40 mA/cm2 sample measured with different excitation wave-
lengths [128].

5.2.3 Vibrational modes of crystalline silicon carbide

The interaction of infrared light with crystalline SiC is dominated by the vibrations of Si

and C atoms against each other [130]. Due to the transverse nature of the electromagnetic

waves, they can apply driving forces only to the transverse vibrations of the crystal (i.e. they

can couple only to the transverse optic (TO) phonon mode) [121]. The longitudinal optic

(LO) phonon mode, on the other hand, plays an important role in the infrared properties

of a crystal [121]. Curve (1) of figure 5.6 presents a typical reflectance spectrum of a single-

crystal 3C-SiC layer [131]. The nearly 100 % reflectivity between ≈ 700 and 1000 cm−1 is

the so-called reststrahlen band and is related to the excitation of the fundamental phonon

mode of SiC (ν̃TO = 794 cm−1, ν̃LO = 973 cm−1 [132]). The reflectivity (R) (introduced in

chapter 2.2) is related to the complex refractive index (η) and complex dielectric function

(ε̂) according to equation 5.1.
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R =

∣∣∣∣η − 1

η + 1

∣∣∣∣2 =
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√
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ε̂+ 1
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2

, (5.1)

Fig. 5.6: Experimental reflectance spectra of SiC samples with different surface conditions
in the reststrahlen region : ((1) crystalline, as prepared SiC surface, (2) slightly
rough surface, (3) moderately rough, and (4) mechanically polished SiC surface)
[131].

According to figure 5.6, R increases to unity as ν̃ approaches ν̃TO. In the frequency region

between ν̃TO and ν̃LO the reflectivity remains ≈ 100 %. At ν̃ = ν̃LO, εr = 0 [10, 121, 133] and

R = 1.R drops rapidly to zero as ν̃ increases above ν̃LO. The reason why in the experimental

data R is less than 1 as predicted by the theoretical model (eq. 5.1) is caused by ignoring

the damping [121]. Another reason is that the reflectance at the top of the reststrahlen band

is sensitive to the surface structure of the material [131]. This dependence is illustrated in
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figure 5.6 by curves (2)-(4). Spectrum (2) is recorded on a slightly rough SiC surface, (3)

on a moderately rough, and (4) on a mechanically polished SiC surface. With an increase

of the surface roughness a dip can appear in the high frequency part of the reststrahlen

band (spectrum (2)) which can become a deep notch for higher imperfections (spectrum

(3)) [131]. In such cases scattering of the infrared light becomes strong. Similar effects in

the reststrahlen band are expected in process of fabrication of SiC quantum dots.

Fig. 5.7: (a) Enhancement and narrowing of the spectral response of crystalline SiC by the
near-field interaction. (b) Reststrahlen band of SiC in the far-field and reflectivity
of Au. [134].

Another interesting method to study the fundamental lattice vibrations is their coupling

with optical near fields in the infrared [134]. This can be done by combining infrared spec-

troscopy with near-field microscopy accessible by a recent development in the ’apertureless’,

scattering-type scanning near-field optical microscopy (s-SNOM) [135–140]. Figure 5.7 (a)

presents the resonant near-field response of SiC. This behavior is very different from the

far-field response presented in figure 5.7 (b) where in the reststrahlen band region (from

≈ 790 to 950 cm−1) the propagation of infrared light is forbidden. The sharp resonance in

the near-field spectrum is at 930 cm−1 exceeding the value of Au by nearly two orders of

magnitude [134].

Figure 5.8 presents the near-field contrast image between tip and sample recorded at

different illumination frequencies. The contrast is much stronger at the phonon resonance

frequency predicted in figure 5.7 (a). The image recorded at 929 and at 978 cm−1 proves the
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Fig. 5.8: (a) experimental scheme of s-SNOM. The local interaction is possible through
an illuminated Pt coated metal tip. (b) presents the topography image of a SiC
sample partly covered with Au. (c) displays the scattering amplitude recorded at
different frequencies. At phonon resonance, the SiC area appears much brighter
than the surrounding Au film (at 929 cm−1). Local variations of the near-field
amplitude are observed at either side of the resonance. [134].

very strong phonon effect in SiC [134]. Such material-specific nanoscopic contrast opens

new possibilities in the detection and structural assignment of different nanostructured

materials [141].

5.3 Basic photoluminescent properties and surface

structure of silicon carbide quantum dots

In this section I will present fluorescence and infrared characterization of SiC quantum dots

showing clear evidence for quantum confinement and revealing very useful surface proper-

ties. Fluorescence properties of SiC quantum dots were studied in water (H2O), ethanol

(EtOH), and n-butanol (ButOH) (figures 5.9). All the fluorescence results show a mono-

tonic red shift (figure 5.9 (a) for aqueous solution) with increasing excitation wavelength.

The highest band intensity appears at excitation wavelengths of 350-380 nm with a corre-

sponding emission band position in the range of 405-435 nm. Figure 5.9 (b) presents the

solvent polarity effect on the emission properties of SiC quantum dots, which results in a

red shift of the fluorescence with increasing solvent polarity.
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Fig. 5.9: (a) Red shift of the fluorescence of SiC quantum dots in aqueous solution for
different excitation wavelengths. (b) PL results of the colloidal SiC quantum
dots in different solvents (excitation wavelength 360 nm).

Figure 5.10 shows the infrared spectra of SiC microstructures and quantum dots in the

reststrahlen band region. As already described for bulk SiC, in the spectral region between

approx. 750 and 1000 cm−1 (corresponding to the spectral region between ν̃TO and ν̃LO)

the propagation of infrared light is not allowed (reflectivity almost 100 %). The situation

is different when the surface of SiC is getting rough or porous (curve (3) in figure 5.6 [131])

where strong changes in the high frequency part of the reststrahlen band are observed.

Similar differences compared to the bulk spectrum of SiC (curve (1) in figure 5.6 [131]) can

be seen in figure 5.10 with a more pronounced reduction in the LO part of the reststrahlen

band. Such spectral changes are related to the surface modification and size reduction of

the starting SiC material.

Because of the large surface-to-volume ratio of the SiC quantum dots, it is important to

determine accurately the surface structure as it plays an important role in their physical

and chemical properties. Such studies require surface sensitive infrared techniques like

attenuated total internal reflection (ATR) infrared spectroscopy. I used ATR spectroscopy

to reveal the complex nature of the surface geometry of SiC quantum dots, which provides

numerous surface terminations to interact with the surrounding solvent molecules. The

measurements were carried out after solvent evaporation from the ATR crystal surface.

Clear evidence was found of surface related infrared bands characteristic of Si-O-Si, C-O-

C, CH as well as COOH and COO-. The functionalization of these surface terminations with
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Fig. 5.10: Infrared spectra of SiC micro and nanocrystals in the reststrahlen band region.
Comparing to the reststrahlen band of a bulk SiC, clear differences are observed
in the LO part of the band. These changes are related to the surface structure
modification and size reduction of SiC.

chemical methods is important for further applications. Another important observation is

the total absence of Si-H related bands which can be explained by the presence of the more

stable surface Si-O-Si groups.

Figure 5.11(a) presents the infrared spectra of the dried SiC microcrystals in comparison

with the dried SiC quantum dots from H2O, EtOH, and ButOH. Each spectrum was base-

line corrected and normalized to the Si-C band (at 800 cm−1) of the SiC microcrystals. The

spectrum of the SiC microcrystals contains only the Si-C band at 800 cm−1. In contrast,

the SiC quantum dots show a multitude of other bands which indicate the surface sensi-

bility of these quantum dots to the surrounding solvents. In order to distinguish between

surface-related infrared bands, figure 5.11(b) presents the infrared spectra of the dried SiC

quantum dots from EtOH, H2O, and ButOH in comparison with corresponding pure sol-

vents. Each spectrum was baseline corrected and normalized to enhance the visualization

of the results.

Evidently, in some regions, pure solvent infrared bands are still present in the SiC quan-

tum dots spectra (e.g., for the aqueous colloid, the OH bands at 1600 cm−1 and at 3350

cm−1), which means that in the present situation, it was not possible to evaporate all the

solvents; however, clear evidence of the SiC quantum dots surface related bands is present

in these spectra. The Si-C band at 800 cm−1 is present for each sample. A clear band at
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Fig. 5.11: (a) ATR spectra of the dried SiC microcrystals (black curve with cross) com-
pared to the SiC quantum dots spectra in EtOH (red curve with square), H2O
(blue curve with diamond), and ButOH (green curve with triangle). The spec-
tra were recorded on a multi bounce germanium ATR crystal after solvent
evaporation. (b) ATR spectra of the dried SiC quantum dots in ButOH (green
curve with triangle), H2O (blue curve with diamond), and EtOH (red curve
with square) in comparison with pure ButOH (green curve), H2O (blue curve),
and EtOH (red curve).
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1595 cm−1 is seen for the EtOH and ButOH colloids which can be assigned to the surface

-OH bending vibrations and C=O stretching vibrations, respectively. For the aqueous col-

loid, this band is also present, but highly overlapped with the OH bending vibration of

the non-evaporated water. In the region between 1000 and 1200 cm−1, the C-O stretching

of the pure EtOH and ButOH is overlapped with the expected Si-O-Si and C-O-C surface

vibrations, but their presence is also evident in each sample if we consider that in the case

of the aqueous colloid there are no such overlapping bands between the colloid and the

pure solvent. Further surface related bands are present at 1260, 1350-1400, and 1750 cm−1

for each colloid. These results are in good agreement with theoretical calculations[117, 118]

where the bands at 1260 and at 1750 cm−1 represent the symmetric and asymmetric COO-

stretching vibrations. The bands at 1350 cm−1 correspond to CH bending vibrations and

are highly overlapped with the CH bands of EtOH and ButOH. The presence of these bands

in the case of the aqueous colloid suggests the existence of surface related CH groups. The

origin of the CH stretching bands at 2750-3000 cm−1 seems to be related to the quan-

tum dot surface, as their displacements and relative peak height ratios differ from the

corresponding CH vibrations of the pure solvents. In the case of the aqueous colloid, the

CH stretching region overlaps with the very broad OH signal of the solvent. Even if we

expected to observe Si-OH or C-OH groups attached to the surface of the SiC quantum

dots, the detection of the OH stretching vibration bands is not trivial. The very strong

OH stretching bands above 3000 cm−1 of water and ethanol entirely mask the weak OH

signals arising from the SiC quantum dots surface. Si-H vibrations could not be detected;

so they are not representative of our fabricated SiC quantum dots. Theory suggested that

Si-O-Si bonds are more stable than Si-H bonds on SiC quantum dots, which is in line with

our finding [117, 118]. Such a surface geometry and especially the presence of the COOH

and COO- molecular groups open the possibility for functionalization necessary in various

applications.
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5.4 Chemical transformation of carboxylic groups on

the surface of silicon carbide quantum dots

After presenting the basic PL and infrared properties of SiC quantum dots, in this sec-

tion I describe the temperature dependence of surface molecular terminations (especially

of carboxylic groups). SiC quantum dots were obtained from two different sources (one

synthesized in our laboratory by Dávid Beke and one commercial). The surface structure

is highly sensitive to the starting SiC powder properties like grain size and porosity (based

on previously published results the source SiC grain size is in the range of 10-20 µm and

possesses properties which are close to the bulk SiC properties [4]). There are important

differences in the infrared spectra of the studied samples: there is a more dominant car-

boxylic C=O vibrational band in the sample prepared from SiC powder synthesized in our

laboratory (sample 1) than in the sample prepared from commercial SiC powder (sample

2). A temperature dependent investigation on the dried SiC quantum dots from room tem-

Fig. 5.12: Formation of acid anhydride by two condensed carboxylic acid molecules. R
represents either the Si or the C side of SiC quantum dot.

perature up to 450 K was performed to follow the effect of dehydration and to get extra

information on the surface and the carboxyl group transformations. These processes were

followed by infrared and photoluminescence spectroscopy and yielded clear evidence of acid

anhydride formation from carboxyl groups above 370 K. Figure 5.12 presents the equation

of synthesis of carboxylic acid anhydrides.

Ab initio modeling (performed by Bálint Somogyi and Adam Gali) supports the correla-

tion between infrared and PL properties as a function of surface termination. Calculations

were done on a small-sized, spherical SiC quantum dot containing 79 Si and 68 C atoms

with diameter of 1.4 nm (figure 5.13) [6].
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Fig. 5.13: Ball and stick geometries of the two considered surface groups. (a) Si-COOH
group near a Si-COO− group, (b) an anhydride group bonding to two Si atoms.
For a realistic description of the surface, the Si-H bonds close to the defects
were replaced by Si-OH groups and Si-O-Si bridges. White, cyan, yellow and red
balls depict H, C, Si and O atoms, respectively (work done by Bálint Somogyi).

Temperature dependence

Figure 5.14 presents the infrared spectra measured at room temperature for sample 1 and

sample 2. The band at approx. 800 cm−1 is assigned to SiC. The featureless broad band

centered at 1100 cm−1 is assigned to C-O-C and Si-O-Si vibrations. The most important

region is located at 1720 cm−1 and is the C=O vibration of the COOH group. This is

also the molecular group which represents the main interest for further functionalization.

Taking into account the relative intensity ratio between the oxide band and the carbonyl

band we estimate a higher carboxyl concentration for sample 1 (intensity ratio of 1 : 3)

in comparison with sample 2 (intensity ratio of 8 : 1). Above 3000 cm−1 the spectra are

dominated by a broad -OH band assigned to the hydrogen bonded -OH and the hydrate

shell around the quantum dots.

Figure 5.15 (a) and (b) present the temperature dependent infrared spectra of sample 1

and 2, respectively. Interesting behavior occurs at elevated temperatures. Two new bands

appear at 1792 and 1860 cm−1 as the C=O band is decreasing in intensity. This doublet

band is characteristic of the acid anhydride C=O vibrations [142]. Additional informa-

tion comes from the temperature dependence of the hydration shell related -OH band.
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Fig. 5.14: Infrared spectra of sample 1 (black line with empty squares) and sample 2 (grey
line with empty triangles). There is a clear difference in the C=O bands of the
carboxyl group at 1720 cm−1 as well as in the region between 1000-1300 cm−1.

According to figure 5.15 (a) and (b) anhydride formation is observed from 370 K whereas

no drastic changes occur above 3000 cm−1 (water related -OH band). Above 400 K the

carboxyl-carboxyl pair to anhydride transformation saturates as the intensity of the anhy-

dride related bands becomes constant. The very broad -OH band between 3000 - 3600 cm−1

also shows a very strong temperature dependence. Above 400 K the decrease in intensity

and narrowing of this broad band is getting more evident and is assigned to the complete

dehydration of the SiC quantum dots. Similar transformations are observed also for sample

2 where the carboxyl concentration was supposed to be much lower. This behavior suggests

that carboxyl sites should be in close proximity both in the high and low concentration

situations or rather cases. Two possibilities are considered for the process of carboxyl to

anhydride transformation:

(i) anhydride formation between two different SiC quantum dots leading to an inter-

dot anhydride. This situation would be possible if the inter-dot carboxyl-carboxyl coupling

through hydrogen bonds would be dominant during the drying process. The bound water

evaporation and anhydride formation should occur simultaneously. According to figure
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Fig. 5.15: Temperature dependent infrared spectra of sample 1 (a) and sample 2 (b).
Above 370 K there is a strong decrease in intensity of the carboxylic C=O
band (1720 cm−1) and a doublet band characteristic of the anhydride group
appears at 1792 and at 1860 cm−1. The strong decrease in intensity of the O-
H band above 3000 cm−1 is assigned to the evaporation of the hydrate shell.
Inset in (a): Gaussian fit to the infrared spectrum taken at 450 K in the C=O
vibration region. Single Gaussian bands situated at 1794 cm−1 and at 1860
cm−1 indicate the formation of anhydride groups on the Si side of SiC quantum
dots.

5.15 I conclude that this situation may not be probable as the saturation of the anhydride

formation process can be observed well before the bound water evaporation.

(ii) on-dot anhydride formation by water elimination between two neighboring carboxyl

groups. If the synthesis process can favor carboxyl group formation (e.g., during the porous

carbide formation where local charges play an important role, or during sonication when

the weakly interconnected nanocrystallites are broken [143]) then the neighboring carboxyl

sites can form anhydride groups. On-dot anhydride formation requires the presence of

carboxyl groups in close proximity to each other and would require that at least one of

the two carboxyl sites is not hydrogen bonded [144]. The presumably short lifetime of a

hydrogen bonded COOH above 370 K would ensure that unbounded carboxylic groups are

available [6].

The nature of the interaction between on-dot surface sites merits a detailed investigation.

The OH and COOH groups on the SiC quantum dot surfaces interact with the water

molecules of the solvent by hydrogen bonding [145]. The existence of hydrogen bonding

between neighboring COOH groups is excluded due to steric effects and proved by the
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absence of anhydride formation at room temperature in vacuum (as the situation in figure

5.14). At 450 K a distinct band emerges above 3600 cm−1 which is characteristic of the

free -OH group. As the anhydride formation is complete at this temperature, the presence

of COOH-related OH groups is less probable. We assign this band to Si-OH and C-OH

hydroxyl groups which are present also at room temperature at the surface together with

COOH groups. As shown in figure 5.15 (a) and (b), after anhydride formation the -OH

groups still form hydrogen bonds with water molecules (broad band above 3000 cm−1).

This means that the hydrogen bonds between the water molecules and hydroxyl termination

sites are stronger than the hydrogen bonds with carboxyl groups, even though in organic

molecules carboxylic acids form much stronger hydrogen bonds than alcohols.

Fig. 5.16: Photoluminescence spectra of (a) sample 1 and (b) sample 2 recorded in water
at the maximum emission line with 320 nm excitation wavelength. (c) presents
the temperature dependent photoluminescence spectra of sample 1 recorded in
solid form of SiC quantum dots on silicon wafer recorded after water evaporation
at 330 K. The main emission band is located around 500 nm, at 370 K a clear
transition is observed to lower wavelengths, indicating important changes on
the surface of SiC quantum dots, and at 450 K the emission maximum is close to
400 nm. In this temperature region bound water has evaporated and anhydride
functional groups are formed.

The effect of anhydride formation on the PL properties of SiC quantum dots were also

studied. Figure 5.16 (a) and (b) show the PL spectra of sample 1 and sample 2 recorded at

320 nm excitation. The origin of the emission bands is assigned to a complex contribution

of the SiC quantum dot LUMO-HOMO transition as well as of the surface states. The

emission maximum is at 450 nm for sample 1 and at 430 nm for 2. Sample 1 shows an
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extra emission band at 486 nm which, based on theoretical predictions [117, 118], can be

related to the higher carboxyl concentration.

Figure 5.16 (c) presents the PL of sample 1 at three different temperatures (330 K, 370

K, and 450 K). These measurements were carried out after water evaporation from the

colloidal suspension of SiC quantum dots on a clean Si wafer. Compared to figure 5.16

(a) the dominant component at 330 K is the emission band situated at 500 nm. Reaching

the temperature region where the carboxyl to anhydride reaction and the hydration shell

evaporation starts, two bands situated at 410 and 460 nm are increasing in intensity. At

even higher temperature (450 K) it is supposed that the total evaporation of the hydrate

shell occurs and the maximum of the emission band shifts to ∼400-420 nm. On the other

hand, the solvent (water in this case) has a much more important effect on the SiC quantum

dot emission through the surface-solvent interactions. Rossi et al. studied the luminescence

of SiC quantum dots in hydrofluoric acid solution to eliminate the possible oxide layer on

the surface and they reported that the emission maximum shifts to lower frequencies [146]

similar as in our study after water evaporation [figure 5.16 (c)]. Based on the similarities

between dry and HF dispersed SiC quantum dots we conclude that the PL properties of

colloidal suspensions of SiC quantum dots in water depend mainly on the surface structure

of SiC quantum dots and the water-quantum dot interactions.

The correlation between the vibrational and optical excitation properties as a function of

surface termination was studied by ab initio modeling. First, the vibrational properties of

the C=O containing groups were investigated. The vibrational properties of individual car-

boxyl [117] and carboxylate [118] groups were already reported that are in good agreement

with the experimental findings. An anhydride-SiC quantum dot surface bond can form in

three different ways (see Fig. 5.17): by second-neighbor C-C (a) or Si-Si (b) atoms forming a

six-membered ring, or it can bond to first-neighbor Si-C (c) atoms forming a five-membered

ring. The calculated two characteristic vibrational frequencies for configurations a), b) and

c) are (1715, 1770), (1702, 1770) and (1737, 1835) cm−1, respectively. While the absolute

values of the calculated frequencies are within 5% smaller than the experimental ones, it

is expected that the chosen methodology is able to well reproduce the relative positions of

the two characteristic vibrational modes. This indicates that the five-membered ring (c)

can be definitely excluded as the origin of the observed infrared peaks, as the calculated
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Fig. 5.17: The skeletal formulas and calculated vibrational energies for the three possible
anhydride group configurations on the surface of a SiC quantum dot. Black, red
and green colors represent anhydride configurations a), b) and c), respectively.
We applied an artificial Lorentz broadening of 10 cm−1 for the sake of visibility.
The blue vertical arrows mark the positions of the experimentally measured
absorption peaks in Fig. 5.15 (a). The differences between the characteristic
vibrational frequencies of the anhydride group are labeled over the horizontal
arrows in all the three cases (work done by Bálint Somogyi).

relative position of ∼100 cm−1 is significantly larger than the observed 66 cm−1. This is

quite plausible as the number of possible sites for these five-membered rings is much smaller

than that for the six-membered rings, and the geometry of six-membered rings is much less

strained. The calculated relative position of the Si-Si (b) configuration vibrational modes is

within 0.5% compared to experiment, while it is within 20% for the C-C configuration (a).

According to the experimental analysis [see inset in figure 5.15 (a)] the two characteristic

vibrational modes belong to a single anhydride configuration which implies together with

the ab initio results that the anhydride forms on the Si side of SiC quantum dots. Further

details related to the theoretical results can be found in reference [6].

The anhydride formation on the SiC quantum dot surface is an important result as

acid anhydride groups are more reactive than the starting carboxylic acid groups. The

discovery of anhydride formation on the SiC quantum dot surface allows to make more

simple chemistry for subsequent functionalization and opens new possibilities for further

surface engineering steps.
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5.5 Summary

Well defined spherical colloidal cubic SiC quantum dots with average diameter below 5 nm

were studied with infrared and photoluminescence spectroscopy. These quantum dots show

strong violet-blue PL emission. Infrared spectroscopy revealed the surface structure of SiC

quantum dots which consists of Si-O-Si, C-O-C, CH, COOH, and COO- surface termina-

tions. After revealing the basic photoluminescence and infrared properties of SiC quantum

dots, chemical transformation of carboxylic group to acid anhydride group were studied as

a function of temperature. The complex surface structure of SiC quantum dots may open

an opportunity to use standard chemistry methods for further biological functionalization

of such quantum dots.

Thesis points related to the chapter:

[4] I performed room temperature infrared and photoluminescence measurements on sili-

con carbide quantum dots dispersed in different solvents (water, ethanol, and butanol).

Infrared spectroscopy has revealed the complex surface structure of quantum dots in-

volving the presence of COOH and COO- molecular groups which are important for

further functionalization processes. [4, 5]

[5] Performing temperature dependent infrared and photoluminescence investigations I

found evidence for chemical transformation of carboxylic groups to acid anhydride

groups on the surface of silicon carbide quantum dots. Acid anhydride formation was

observed above 370 K by water elimination between two neighboring carboxyl groups.

Photoluminescence results show that silicon carbide quantum dots emission properties

are highly sensitive to the surface structure of quantum dots and to the surface-solvent

interactions. [6]

Publications related to the chapter:

4. D. Beke, Zs. Szekrényes, I. Balogh, M. Veres, É. Fazakas, L. K. Varga, K. Kamarás,

Zs. Czigány, and A. Gali, Characterization of luminescent silicon carbide nanocrystals
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prepared by reactive bonding and subsequent wet chemical etching, App. Phys. Lett.

99:213108, 2011.

5. D. Beke, Zs. Szekrényes, I. Balogh, Zs. Czigány, K. Kamarás, A. Gali, Preparation of

small silicon carbide quantum dots by wet chemical etching, J. Mater. Res., 28:44,

2013.

6. Zs. Szekrényes, B. Somogyi, D. Beke, Gy. Károlyházy, I. Balogh, K. Kamarás, and

A Gali, Chemical transformation of carboxyl groups on the surface of silicon carbide

quantum dots, J. Phys. Chem. C, 118:19995, 2014.
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6. Conclusions and outlook

After studying prototypical molecules able to form hydrogen bonded supramolecular sys-

tems and presenting basic spectroscopic properties of silicon carbide quantum dots one ma-

jor question arises: how ’potential’ are the potential applications? Even if many supramolec-

ular approaches were suggested for the preparation of self-assembled systems, to the best

of my knowledge, no final devices for real life applications have been created yet. However,

the increasing knowledge in controlling the location and accessibility of the molecules in

a supramolecular network demonstrates that the ”bottom-up” approach is getting closer

and closer to industrial applications. Challenging requirements are set up also for quantum

dots. For applications in bioimaging and biolabelling techniques a quantum dot must fulfill,

at the same time, the following criteria: it should be nontoxic, bioinert, photostable, should

be no blinking, be small, be producible in large amounts and show luminescent emission

in a range specific to the desired application. Even if no ideal quantum dot was found yet,

there are several potential candidates like core-shell quantum dots prepared from group II-

VI elements, nanodiamond, carbon dot, and of course silicon carbide. Which of these will

be finally used in real world applications? Hopefully the right answer is silicon carbide.





7. Thesis points

1. I prepared an infrared spectral library for the molecular constituents for hydrogen

bonded systems. Starting from the basic molecular units and finishing with the fi-

nal supramolecular assemblies I measured and interpreted the infrared spectra of

the supramolecular ordering of different imide-uracil and acetylaminopiridyne based

molecular constituents by infrared transmission spectroscopy. [1, 2, 3]

2. I studied the direct evidence of the presence of hydrogen bonds for a pair of mono-

topic uracil-derivative molecules measuring the spectra of the isolated molecules and

that of the aggregated state. For this I applied different methods of infrared spec-

troscopy: matrix isolation and conventional transmission spectroscopy. I could identify

the weakening and subsequent disruption of hydrogen bonds by following the temper-

ature dependence of the affected vibrational bands. The assignment of the processes

responsible for the melting of hydrogen bonds was done: a gradual increase of the

temperature to intermediate values induces large thermal fluctuations in the dimers

that leads to a thermal equilibrium between different dimer configurations. I found

that further increase of the temperature above the sublimation point of the molecules

the hydrogen bonds are disrupted, indicating that the sublimation temperature pro-

vides a good estimate for hydrogen bond stability in such systems. These results are

consistent with theoretical results. [2]

3. I studied the supramolecular ordering in the solid state of bis-uracil based linear

molecules by different infrared spectroscopic methods. A temperature-induced tran-

sition from a highly ordered tetrameric into a linear assembly was observed by tem-

perature dependent infrared measurements. The interaction between molecules in

the three perpendicular directions of the solid crystal is governed by three different

noncovalent interactions: double hydrogen bonds, van der Waals attraction and π-π

stacking. [3]



7. Thesis points

4. I performed room temperature infrared and photoluminescence measurements on

silicon carbide quantum dots dispersed in different solvents (water, ethanol, and bu-

tanol). Infrared spectroscopy has revealed the complex surface structure of quantum

dots involving the presence of COOH and COO- molecular groups which are impor-

tant for further functionalization processes. [4, 5]

5. Performing temperature dependent infrared and photoluminescence investigations I

found evidence for chemical transformation of carboxylic groups to acid anhydride

groups on the surface of silicon carbide quantum dots. Acid anhydride formation

was observed above 370 K by water elimination between two neighboring carboxyl

groups. Photoluminescence results show that silicon carbide quantum dots emission

properties are highly sensitive to the surface structure of quantum dots and to the

surface-solvent interactions. [6]

Publications related to the thesis points:

[1] L. Piot, C. A. Palma, A. Llanes-Pallas, Zs. Szekrényes, K. Kamarás, M. Prato,D. Boni-

fazi and P. Samor̀ı, Selective formation of bi-component arrays through H-bonding of

multivalent molecular modules, Adv. Funct. Mater., 19:1207, 2009 (cover page).

[2] Zs. Szekrényes, K. Kamarás, G. Tarczay, A. Llannes-Pallas, T. Marangoni, M. Prato,

D. Bonifazi, J. Bjork, F. Hanke, M. Persson, Melting of Hydrogen Bonds in Uracil

Derivatives Probed by Infrared Spectroscopy and ab Initio Molecular Dynamics, J.

Phys. Chem. B, 116:4626, 2012.

[3] Zs. Szekrényes, K. Kamarás, P. Nagy, G. Tarczay, A. Llannas-Pallas, L. Maggini, M.

Prato, D. Bonifazi, Direction-dependent secondary bonds and their stepwise melting

in a uracil-based molecular crystal studied by infrared spectroscopy and theoretical

modeling, under submission.

[4] D. Beke, Zs. Szekrényes, I. Balogh, M. Veres, É. Fazakas, L. K. Varga, K. Kamarás,

Zs. Czigány, and A. Gali, Characterization of luminescent silicon carbide nanocrystals
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prepared by reactive bonding and subsequent wet chemical etching, App. Phys. Lett.

99:213108, 2011.

[5] D. Beke, Zs. Szekrényes, I. Balogh, Zs. Czigány, K. Kamarás, A. Gali, Preparation of

small silicon carbide quantum dots by wet chemical etching, J. Mater. Res., 28:44,

2013.

[6] Zs. Szekrényes, B. Somogyi, D. Beke, Gy. Károlyházy, I. Balogh, K. Kamarás, and

A Gali, Chemical transformation of carboxyl groups on the surface of silicon carbide

quantum dots, J. Phys. Chem. C, 118:19995, 2014.

Further publications:

[F1] E. Horváth, M. Spina, Zs. Szekrényes, K. Kamarás, R. Gaal, D. Gachet, L. Forró,

Nanowires of lead-methylamine iodide (CH3NH3PbI3) prepared by low temperature

solution-mediated crystallization, Nano Lett., 14:6761, 2014.

[F2] H. M. Tóháti, Á. Pekker, B. Á. Pataki, Zs. Szekrényes, K. Kamarás: Bundle vs. net-

work conductivity of carbon nanotubes separated by type, Eur. Phys. J. B, 87:126,

2014.

[F3] B. Botka, M. E. Füstös, H. M. Tóháti, K. Németh, Gy. Klupp, Zs. Szekrényes, D.

Kocsis, M. Utczás, E. Székely, T. Váczi, Gy. Tarczay, R. Hackl, T. W. Chamber-

lain, A. N. Khlobystov, K. Kamarás: Interactions and Chemical Transformations of

Coronene Inside and Outside Carbon Nanotubes, Small, 10:1369, 2014.

[F4] C. Frigeri, M. Serényi, A. Csik, Zs. Szekrényes, K. Kamarás, L. Nasi, N.Q. Khánh,

Evolution of the structure and hydrogen bonding configuration in annealed hydro-

genated a-Si/a-Ge multilayers and layers, App. Surf. Sci., 269:12, 2013.

[F5] M. Serényi, C. Frigeri, Zs. Szekrényes, K. Kamarás, L. Nasi, A. Csik, N. Q. Khánh,

On the formation of blisters in annealed hydrogenated a-Si layers, Nanoscale Res.

Lett., 8:84, 2013.
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[F6] D. Beke, Zs. Szekrényes, D. Pálfi, G. Róna, I. Balogh, P. A. Maák, G. Katona, Zs.

Czigány, K. Kamarás, B. Rózsa, L. Buday, B. Vértessy and A. Gali, Silicon carbide

quantum dots for bioimaging, J. Mater. Res., 28:205, 2013.
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[3] Zs. Szekrényes, P. Nagy, G. Tarczay, A. Llannas-Pallas, L. Maggini, M. Prato,
D. Bonifazi, and K. Kamarás. Direction-dependent secondary bonds and their step-
wise melting in a uracil-based molecular crystal studied by infrared spectroscopy and
theoretical modeling. under submission.
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M. Stöhr, and D. Bonifazi. Conformation-controlled networking of H-bonded as-
semblies on surfaces. Chem. Comm., page 3525, 2009.

[64] C-A. Palma, M. Bonini, A. Llanes-Pallas, T. Breiner, M. Prato, D. Bonifazi, and
P. Samor̀ı. Pre-programmed bicomponent porous networks at the solid-liquid inter-
face: the low concentration regime. Chem. Comm., 2008:5245, 2008.

[65] T. Marangoni and D. Bonifazi. Nano- and microstructuration of supramolecular ma-
terials driven by H-bonded uracil-2,6-diamidopyridine complexes. Nanoscale, 5:8837,
2013.

[66] W. S. Yang, S. G. Chen, X. D. Chai, Y. W. Cao, R. Lu, W. P. Chai, Y. S. Jiang, T. J.
Li, and J. M. Lehn. Formation of mesophase by hydrogen bond directed self-assembly
between barbituric acid and melamine derivatives. Synth. Met., 71:2107, 1995.
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